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Physics

The E989 Muon g − 2 Experiment aims to measure the anomalous magnetic moment of the

muon, aµ, to an unprecedented precision of 140 parts per billion (ppb). There currently

stands a greater than 3σ discrepancy between the best measurement of aµ and its theoretical

value predicted using the Standard Model. The E989 experiment seeks to either resolve

or confirm this discrepancy, which is suggestive of new physics interactions within reach

of many contemporary experiments. To achieve the E989 target precision, the anomalous

precession frequency, ωa, of muons in a magnetic storage ring must be determined with a

systematic uncertainty below 70 ppb. This frequency is imprinted on the time-dependent

energy distribution of decay positrons observed by 24 electromagnetic calorimeters. These

calorimeters feature a novel design optimized expressly for the stringent demands of the ωa

measurement. This dissertation outlines the motivation for and measurement principles be-

hind E989, discusses the requirements, prototyping, testing, commissioning, and operations

of the electromagnetic calorimeters, and presents a preliminary, blinded analysis of data

collected in the spring of 2018.
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1

Chapter 1

INTRODUCTION

These pages describe many years worth of effort toward the measurement of a single

quantity: muon g − 2. Over one hundred scientists—experimentalists and theorists both—

have contributed to this effort, along with dozens of engineers and technicians. The aspects

of the g − 2 measurement emphasized here are those to which the author has directly and

significantly contributed.

Measuring muon g−2, or equivalently the muon’s anomalous magnetic moment, aµ ≡
gµ−2

2 ,

requires the precise determination of both a magnetic field strength and a spin precession

frequency. Each is equally important, though the majority of this document pertains to

the precession frequency measurement. Chapter 1, this chapter, introduces the concepts of

magnetic dipoles and spin precession, discusses the current state of experiment and theory

relevant to muon g−2, and motivates a new measurement with improved precision. Chapter 2

then introduces the E989 Muon g − 2 Experiment at Fermilab, outlining the physical prin-

ciples that enable the experiment. The major systematic effects that complicate the E989

precession frequency measurement are discussed in Chapter 3. Next, Chapter 4 presents

the E989 calorimeter and characterizes its performance. The E989 calorimeter is designed

expressly to limit many of the systematic effects identified in Chapter 3. The E989 commis-

sioning phase is briefly discussed in Chapter 5, and finally Chapter 6 presents preliminary,

blinded analysis of data from E989 Run 1, collected in the spring of 2018.
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1.1 Magnetic Dipoles

Magnetic dipoles are objects that—when viewed from a sufficient distance—produce electro-

magnetic vector potentials of the form [1]

A⃗(x⃗) =
µ0

4π

µ⃗ × x⃗

∣x⃗∣
3 . (1.1)

µ⃗, the magnetic dipole moment, is a quantity that conveys the orientation and strength

of a magnetic dipole. Taking the curl of the above vector potential yields a characteristic

magnetic field B⃗ with position dependence identical to that of the electric field produced by

an electric dipole. Magnetic dipoles can be thought of as objects that create magnetic fields

with this characteristic form. Stronger fields come from objects with larger magnetic dipole

moments.

Localized electric current distributions can generate magnetic dipole moments. The mag-

netic dipole moment of a classical current distribution with current density J⃗ is [1]

µ⃗ =
1

2 ∫
x⃗′ × J⃗(x⃗′)d3x′. (1.2)

Examples of classical objects with nonvanishing magnetic dipole moments include current

carrying loops of wire and rotating charged spheres. In cases where the current distribu-

tion comprises a population of charged particles with identical charge and mass densities,

Equation 1.2 becomes [1]

µ⃗ =
Q

2M
L⃗, (1.3)

where M is the total mass of the population, Q is the total charge, and L⃗ is the net angular

momentum. Thus, magnetic dipole moments have the dimensions of a charge-to-mass ratio

multiplied by an angular momentum.

What is of most importance to the measurement described in this dissertation is not

the magnetic field created by a magnetic dipole, but rather the effect an external magnetic

field has on a magnetic dipole. The interaction between a magnetic dipole and an external

magnetic field B⃗ is encoded in the potential energy expression [1]

U = −µ⃗ ⋅ B⃗. (1.4)
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The configuration’s potential energy depends on the magnetic dipole’s orientation relative to

the external magnetic field. Alignment of the magnetic dipole moment with the field yields

the lowest energy state. Despite its simplicity, Equation 1.4 has a number of important

implications. For example, magnetic dipoles tend to align with applied magnetic fields, and

they experience forces when subjected to magnetic field gradients. Equation 1.4 applies to

both classical systems and quantum mechanical systems.

1.2 Spin Precession

Consider a particle at rest with spin S⃗ and magnetic dipole moment µ⃗. With no other

directions defined, µ⃗ must be parallel or antiparallel to S⃗, expressible as

µ⃗ = γS⃗, (1.5)

where γ, the ratio of the particle’s magnetic moment to its angular momentum, is called the

gyromagnetic ratio [2]. The classical systems described by Equation 1.3 have gyromagnetic

ratios equal to Q/(2M).

The Hamiltonian describing the interaction of this particle with an external magnetic

field can be determined from Equation 1.4. It is

H = −γS⃗ ⋅ B⃗. (1.6)

The dynamics of this system will be considered from a quantum mechanical perspective.

Adopting the notation from J.J. Sakurai’s Modern Quantum Mechanics [3], the time-evolution

operator of a system with a time-independent Hamiltonian such as the one above is

U(t, t0) = exp [
−iH (t − t0)

h̵
] . (1.7)

Setting t0 to 0 and considering the specific Hamiltonian from Equation 1.6,

U(t,0) = exp [
iγS⃗ ⋅ B⃗t

h̵
] . (1.8)
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In the coordinate system where B⃗ points along the z-axis, this becomes

U(t,0) = exp [
iγSzBt

h̵
] . (1.9)

The above equation can be compared to the operator that generates rotations of angle φ

about the z-axis, Dz(φ) [3],

Dz(φ) = exp [
−iSzφ

h̵
] . (1.10)

Equation 1.9 is equivalent to Equation 1.10, except φ has been replaced with −γBt. Thus,

time evolution of the system in question is equivalent to spin rotation about the axis of the

external magnetic field with angular frequency

ω⃗ = −γB⃗. (1.11)

The phenomenon of spin rotation in external magnetic fields is called spin precession.

Spin precession is a direct consequence of the potential energy expression given in Equa-

tion 1.4. The precession frequency is directly proportional to both the magnitude of the

external magnetic field, B, and the gyromagnetic ratio, γ, of the precessing particle. If B

is known, then measuring the precession frequency provides γ. Alternatively, if γ is known,

then measuring the precession frequency provides B. Chapter 2 describes how the E989

experiment leverages these principles to measure muon g − 2.

1.3 Magnetic Dipole Moments of Spin-1/2 Particles

The observed gyromagnetic ratios of subatomic particles with intrinsic angular momentum,

such as electrons, protons, and muons, are not consistent with Equation 1.3. Neither classi-

cal electrodynamics nor non-relativistic quantum mechanics is capable of providing accurate

predictions of these particles’ magnetic moments [1, 4]. The deviation of a subatomic par-

ticle’s magnetic moment from the classical formula can be quantified with a dimensionless

g-factor as follows:

µ⃗ = ±g ⋅
e

2m
S⃗. (1.12)
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In the above equation, µ⃗ is the particle’s magnetic moment, g is the aforementioned g-factor,

e is the elementary charge, S⃗ is the particle’s spin, and m is the particle’s mass. The choice of

positive or negative sign depends on whether the subatomic particle in question is positively

or negatively charged.

In general, different particles have different g-factors. The electron and muon g-factors,

ge and gµ, are each about 2, whereas gp, the proton g-factor, is about 5.6 [5]. The focus here

will be on structureless spin-1/2 particles, particularly electrons and muons.

Paul Dirac’s The Quantum Theory of the Electron, published in 1928, presented a rel-

ativistic wave equation describing the dynamics of electrons subjected to external electro-

magnetic fields [6]. Dirac’s equation famously explained the contemporaneous experimental

observations suggesting that ge = 2. For a bit of historical perspective, see Lee Roberts’s

Historical Introduction to Electric and Magnetic Moments [7] or the PhD dissertation of

Charles C. Polly [8]. Only theories respecting the principles of both quantum mechanics and

special relativity have made accurate predictions regarding the magnetic dipole moments of

elementary particles.

With modern notation and treatment taken from Matthew Schwartz’s Quantum Field

Theory and the Standard Model [4], the Dirac equation in the presence of external electro-

magnetic fields reads

(i /∂ − e /A −m)ψ = 0, (1.13)

implying that

[(i∂µ − eAµ)
2
−
e

2
Fµνσ

µν −m2]ψ = 0. (1.14)

The term − e2Fµνσ
µν corresponds to a magnetic dipole interaction with the external field. In

the non-relativistic limit, the above equation yields the Hamiltonian

H =
p⃗2

2m
+ V (r) +

e

2m
B⃗ ⋅ (L⃗ + 2S⃗) . (1.15)

The ge = 2 prediction—evident in the 2e
2mB⃗ ⋅ S⃗ interaction—comes from the − e2Fµνσ

µν contri-

bution to Equation 1.14.
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At present, ge has been measured to 0.28 parts per trillion [9]. It deviates from the pre-

diction of the Dirac equation by approximately 0.1%. This deviation is not a new discovery;

indeed, by the late 1940s there was evidence that ge is not exactly equal to 2 [4]. Accordingly,

the anomalous magnetic moment of an elementary particle, a, is defined as

a ≡
g − 2

2
. (1.16)

It quantifies the deviation of g from the Dirac equation’s prediction of 2.

The existence of nonvanishing anomalous magnetic moments can be explained using the

framework of quantum field theory, in which a fermion’s magnetic moment can be understood

in terms of the interaction between the fermion field and the photon field, with the leading-

order g = 2 contribution coming from the tree-level diagram and the anomalous part coming

from higher-order loop corrections.

q1 q2

p

1

Figure 1.1: A Feynman diagram depicting the general interaction between a fermion and an
off-shell photon. The off-shell photon represents an external electromagnetic field.

A Feynman diagram depicting the general interaction between a fermion and an external

electromagnetic field is shown in Figure 1.1. Neglecting terms that violate parity symmetry,

the matrix element describing this interaction can be expressed in terms of two independent

form factors as follows [4]

iMµ = (−ie)u(q2) [F1 (
p2

m2
)γµ +

iσµν

2m
pνF2 (

p2

m2
)]u(q1). (1.17)
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The second term is spin-dependent, and it has a form reminiscent of the one in Equation 1.14

that gave rise to the S⃗ ⋅ B⃗ interaction. It is this second term that generates the anomalous

part of the magnetic moment. Specifically, a is directly related to F2 evaluated at p = 0,

a = F2(0). (1.18)

Rigorous derivations of this relation are available in most introductory quantum field theory

textbooks, for example [4, 10, 11]. It is important to note that the F2 interaction, with two

fermion fields, a photon field, and a factor of the momentum transfer, has the structure of a

dimension-5 operator. Thus, it cannot appear in the Lagrangian density of a renormalizable

field theory [4]. The anomalous part of the magnetic dipole moment is therefore generated

purely by loop corrections to the diagram in Figure 1.1 [12]. In a renormalizable field theory,

for instance QED, a is predictable based on parameters such as coupling constants and

particle masses.

Any loop correction to the QED vertex can correct a. The dominant contributions to the

electron and muon anomalous moments, ae and aµ, come from the one-loop diagram shown

in Figure 1.2. It is the only order α correction to a and provides a positive contribution of

a =
α

2π
. (1.19)

This contribution was presented first by Julian Schwinger in 1948 [4]. Derivations of the

leading-order QED contribution to a are available in the same introductory quantum field

theory textbooks cited for Equation 1.17.

Equation 1.19 depends only on α, the fine-structure constant. Thus, the leading-order

contributions to aµ and ae are the same. This is not true for higher order QED contributions

or for contributions coming from electroweak and hadronic interactions [5, 13]. Beyond

the one-loop QED diagram, the differing masses of muons and electrons lead to different

sized corrections at order α2 and beyond. Electroweak contributions come with leading

factors of m2
e/m

2
W in the electron case and m2

µ/m
2
W in the muon case. Thus, the electroweak

contributions to aµ are approximately m2
µ/m

2
e ≈ 43,000 times larger than they are to ae. In
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Figure 1.2: Leading-order and one-loop QED contributions to g. The one-loop diagram
on the right provides an α/π positive contribution to g, which is an approximately 0.1%
correction to the leading-order value of 2.

general, the effects of interactions at high energy scales on the anomalous magnetic moment

of a lepton are proportional to the lepton mass squared, [12]

δal ∝
m2
l

Λ2
. (1.20)

In the above equation, δal represents a contribution to the anomalous magnetic moment of

a lepton from an interaction at energy scale Λ, and ml is the mass of the lepton.

Although ae can be measured more precisely than aµ, the general pattern described by

Equation 1.20 suggests that aµ is 43,000 times more sensitive to new physics interactions

at high energy scales. This gain in sensitivity is approximately 20 times larger than the

uncertainty of the best current aµ measurement over the uncertainty of the best current ae

measurement [13].

The electron and muon anomalous magnetic moments, ae and aµ, are quantities that can

be precisely predicted using the Standard Model. Measurements of ae allow for precise tests

of QED, or, alternatively, precise measurements of α, while measurements of aµ are more

sensitive to electroweak and hadronic interactions and place more stringent constraints on

new physics models [12]. The remainder of this chapter will focus solely on aµ, first out-
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lining the Standard Model prediction and then discussing the current state of experimental

measurement.

1.4 Muon g − 2 in the Standard Model

The Standard Model prediction for the anomalous magnetic moment of the muon is tradi-

tionally expressed as the sum of three components [5]

aSM
µ = aQED

µ + aEW
µ + aHad

µ . (1.21)

These correspond to contributions from quantum electrodynamics, electroweak, and hadronic

interactions. The hadronic part is further divided into two subcomponents:

aHad
µ = aHad,VP

µ + aHad,LbL
µ , (1.22)

which are the so-called hadronic vacuum polarization and hadronic light-by-light scattering

contributions. Each component of aSM
µ has both a value and an uncertainty; the uncertainty’s

source—and correspondingly its size—varies between the different components. Figure 1.3

shows representative Feynman diagrams belonging to each of the above categories. In the

following subsections, the identified contributions will be defined and their values will be

presented. Full evaluations of aSM
µ have recently been completed by Keshavarzi et al. and

Davier et al. [14, 15].

1.4.1 Quantum Electrodynamics

aQED
µ comes from Feynman diagrams consisting solely of photons and leptons [5]. It can be

expressed as a perturbative series in α, the fine structure constant: [16]

aQED
µ =

∞

∑
n=1

(
α

π
)
n

a
(2n)
µ . (1.23)

The coefficient a
(2)
µ is exactly 0.5, as determined from the one-loop diagram in Figure 1.2.

Coefficients up to a
(10)
µ , five loops, have been computed by Aoyama et al. [16, 17]. The



10

2(     1
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h
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γ
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γ

µ
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γ

Figure 1.3: Standard Model Feynman diagrams contributing to muon g − 2, courtesy of Lee
Roberts. The contributions to gµ from the interaction categories to which each diagram
belongs are displayed along the bottom. From left to right, the diagrams are the leading-
order tree-level QED diagram, and then the leading contributions to aQED

µ , aHad,VP
µ , aHad,LbL

µ ,
and aEW

µ .

coefficients beyond a
(2)
µ have errors arising from lepton mass measurements and statistical

uncertainties introduced by the employed Monte Carlo integration techniques.

The value of aQED
µ depends both on the coefficients in Equation 1.23 and on the value of α.

Aoyama et al. present two values of aQED
µ , one derived using α(Rb), measured through the

recoil velocity of rubidium atoms [18, 19], and one using α(ae), measured through electron

g−2 [9,19]. The uncertainty of α(ae) is smaller than that of α(Rb) by more than a factor of

two [19]. However, Aoyoma et al. caution that because the extraction of α(ae) depends on

a QED calculation that is highly correlated with the one used for aQED
µ , it may be preferable

to use the more independent α(Rb) despite its larger uncertainty [16]. A new value of α

extracted from the recoil of cesium atoms, α(Cs), was published in 2018 by Parker et al. [20].

The new value α(Cs) has a slightly smaller uncertainty than does α(ae), and thus it may be

an attractive choice for future evaluations of aQED
µ .

In any case, the uncertainty of the standard model prediction for aµ is not driven by the

QED contribution. Using α(Rb), Aoyama et al. report [17]

aQED
µ = (11658471.8971 ± 0.007) × 10−10. (1.24)

aQED
µ has a sub part per billion relative uncertainty, which can be compared to the order 100

parts per billion (ppb) precision with which aµ can currently be measured. As will be seen,

aQED
µ is by far the largest component of aSM

µ , but—compared to the other Standard Model
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contributions and to the precision reasonably achievable by contemporary experiments—its

uncertainty is negligible.

1.4.2 Electroweak

Electroweak diagrams are those including weak bosons or the Higgs particle [5]. This catego-

rization holds regardless of whatever other particles or fields are present. aEW
µ has currently

been calculated to two loops. For the details of this calculation, the reader is directed to the

references [21,22]. The relative contribution of electroweak effects to aµ is very small because

of the large masses of the W , Z, and Higgs relative to the muon. Before the discovery of the

Higgs at the LHC, the uncertainty of aEW
µ had a significant component from the unknown

Higgs mass. Measurements of the Higgs mass subsequently reduced the overall uncertainty

of aEW
µ by more than a factor of two. Incorporating the Higgs mass and its experimental

uncertainty, Gnendiger et al. report that [22]

aEW
µ = (15.36 ± 0.10) × 10−10, (1.25)

with errors dominated by three-loop contributions and hadronic effects that enter from quarks

in two-loop diagrams. aEW
µ is a one part per million perturbation to aµ. The uncertainty

of the electroweak contribution is approximately 15 times larger than that of the QED

contribution, but it is still negligible compared to the precision of contemporary experiments.

In 2018, Ishikawa et al. published an independent, numerical calculation of the two-loop

electroweak contribution to aµ [23]. Their result is different from the one just shown by

0.26×10−10, which is 2.6 times the uncertainty quoted above. Even if one were to inflate the

uncertainty of aEW
µ to account for this slight discrepancy, it would not change the conclusion

that the uncertainty from electroweak contributions to muon g − 2 is negligible compared to

the uncertainty from hadronic contributions, which will be discussed next.
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hadrons

Figure 1.4: A Feynman diagram depicting the leading-order hadronic vacuum polarization
contribution to muon g − 2.

1.4.3 Hadronic Vacuum Polarization

Hadronic contributions to aµ are those that involve quarks and are absent weak bosons

or the Higgs particle. Quark confinement and the large QCD coupling constant at low

energies preclude the use of perturbation theory in calculating these contributions [5, 24].

Consequently, the aSM
µ uncertainty arising from hadronic effects is an order of magnitude

larger than the uncertainty arising from QED or electroweak effects. The lowest order—and

largest—contribution to aHad
µ is hadronic vacuum polarization, aHad,VP

µ . The leading-order

aHad,VP
µ diagram is shown in Figure 1.4, wherein the loop appearing along the bottom photon

line consists of hadrons, for example π+π−.

Although aHad,VP
µ cannot be calculated perturbatively, it can be related to experimental

data by employing dispersion relations and the optical theorem [4,24]. The only assumptions

required for this approach are unitarity and analyticity. A commonly used relation to extract

the leading-order (LO) contribution to aHad,VP
µ reads [14,24,25]

aHVP,LO
µ =

α2

3π2 ∫

∞

m2
π0

ds

s
R(s)K(s) (1.26)

R(s) = σ0(e+e− Ð→ hadrons)/
4πα2

3s
, (1.27)
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where σ0 denotes a bare cross section from which the effects of vacuum polarization and

initial state radiation have been subtracted, mπ0 is the pion mass, R(s) is the hadronic R-

ratio, and K(s) is a kernel function that behaves as m2
µ/s at low energies [14]. The next-to-

leading-order (NLO) hadronic vacuum polarization contribution can be extracted in a similar

fashion [14, 24]. As the R-ratio is taken from measurement, the cross section uncertainties

reported by various experiments dominate the uncertainty of aHVP,LO
µ . Accordingly, the

aHVP,LO
µ prediction has become more precise over time as more cross section data has become

available.

Extracting aHVP,LO
µ in the manner just described involves combining exclusive cross sec-

tion measurements from different channels and also combining results from different ex-

periments at different colliders, see Figure 1.5. This is a challenging process. See refer-

ences [14, 15] for two recently completed analyses. Despite their independent approaches

and slightly discrepant results in certain channels, their final values agree within 0.2× 10−10,

which is less than 10% of the smaller of the two uncertainties. The LO and NLO results

calculated by Keshavarzi et al. are

aHVP,LO
µ = (693.26 ± 2.46) × 10−10 (1.28)

aHVP,NLO
µ = (−9.82 ± 0.04) × 10−10. (1.29)

While hadronic vacuum polarization is responsible for only 60 parts per million (ppm) of

the Standard Model aµ prediction, it accounts for approximately half of the combined un-

certainty.

Although it currently provides the most precise value, the dispersion relation presented

in Equation 1.26 is not the only way to extract aHad,VP
µ . And, as the hadronic contributions

to muon g − 2 are responsible for such a large part of the Standard Model prediction’s

uncertainty, alternative approaches are desirable for independent verification. A calculation

from first principles is possible using lattice QCD and QED. In 2018, Blum et al. released

a full lattice calculation of aHVP,LO
µ that is in agreement with the R-ratio result, although

with a significantly larger uncertainty [26]. By augmenting their lattice data at very short
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Figure 1.5: Hadronic R-ratio data used to calculate aHad,VP
µ , reproduced from Keshavarzi et

al. [14]. Each color represents a different hadronic final state. Integrating the R-ratio along
with a kernel function provides aHad,VP

µ , as shown in Equation 1.26.

and long distances with R-ratio data, they arrived at a result with an uncertainty similar

to the one reported by Keshavarzi et al. This is encouraging, and in the coming years

lattice calculations are likely to provide completely independent measurements of aHVP,LO
µ

at precisions competitive with those from traditional dispersive analyses. Another novel

approach, which has not yet been attempted, is to extract aHVP,LO
µ from the running of

α in the spacelike domain, measured through µe Ð→ µe scattering. This would require a

dedicated experiment, such as the one proposed by Abiendi et al. [27].

1.4.4 Hadronic Light-by-Light Scattering

Figure 1.6 shows the hadronic light-by-light scattering process responsible for aHad,LbL
µ . It

appears at the same order as aHVP,NLO
µ , and its effect has historically been very difficult to

calculate. In The Muon g − 2, Jegerlehner et al. describe the hadronic light-by-light contri-

butions to aµ as “The most problematic set of hadronic corrections...” [24]. Consequently,

many theorists are actively working to improve the determination of aHad,LbL
µ . It is beyond
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hadrons

Figure 1.6: A Feynman diagram depicting the hadronic light-by-light scattering contribution
to muon g − 2.

the scope of this dissertation to describe their work in detail. For a summary of the current

status as of November 2018, see reference [28].

Before 2014, all aHad,LbL
µ estimates were based on model calculations [28]. Since then,

there has been a vigorous effort to produce independent values using dispersive approaches

and lattice calculations [29, 30]. While Equation 1.26 described aHVP,LO
µ in terms of a sin-

gle integral, no such relation exists for aHad,LbL
µ . A separate integral is required for each

intermediate state of the hadronic light-by-light scattering process [29]. See the 2018 pa-

per by Hoferichter et al. for a complete dispersive analysis of the leading contribution to

aHad,LbL
µ [31].

New dispersive analyses and lattice calculations are likely to provide improved deter-

minations of aHad,LbL
µ in the near future. For now, the aHad,LbL

µ values employed by recent

combined estimates of aSM
µ come from model calculations [14, 15]. Keshavarzi et al. use the

value suggested by Nyffeler, which is [32]

aHad,LbL
µ = (9.8 ± 2.6) × 10−10. (1.30)

Notice that, in the Keshavarzi et al. analysis, the hadronic light-by-light process is the largest

source of uncertainty in aSM
µ . This is despite a central value that is smaller even than the
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electroweak contribution.

1.4.5 Combined Standard Model aµ Prediction
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Figure 1.7: Visual decomposition of aSM
µ and its variance, σ2

SM. aC
µ and σ2

C refer to the con-
tribution of an individual component to its respective total. The Standard Model prediction
for aµ is dominated by the QED component, but its variance is dominated by the hadronic
components.

With all its components calculated, one arrives at a combined Standard Model prediction

of aµ. Keshavarzi et al. report the combined value [14]

aSM
µ = (11659182.04 ± 3.56) × 10−10, (1.31)

corresponding to a relative uncertainty of 300 ppb. This value includes a small NNLO

hadronic component that was not mentioned above. Additionally, its uncertainty accounts

for correlations between the different hadronic orders. Other analyses arrive at slightly dif-

ferent results, but agreement is generally quite good and certainly well within the stated

uncertainty of any given analysis. See Figure 1.7 for a visual decomposition of aSM
µ .
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1.5 The Brookhaven Muon g − 2 Experiment

As mentioned earlier, muon g−2 measurements are potentially sensitive to unknown physics

interactions. The more precise the measurement, the greater the sensitivity. Furthermore,

testing the precise Standard Model prediction presented in the previous section is interesting

in and of itself, even if disagreement were merely to indicate an error in the extremely

difficult calculation. These two motivations are not independent, as experimental precision

sufficiently beyond that of the theoretical prediction is not particularly valuable. For these

reasons, experimentalists have found it worthwhile to expend great effort on increasingly

precise measurements of muon g − 2, and theorists have been no less busy constructing their

myriad interpretations of the results.

The first muon magnetic moment measurement occurred in 1957. Since then, there

have been a number of muon g − 2 experiments, each improving on the last. Lee Roberts

succinctly summarized the fascinating history of these experiments in his article The History

of Muon (g − 2) Experiments [33]. Here the focus will be on the most recently completed

experiment, The Brookhaven Muon g − 2 Experiment, or E821 [34]. The measurement

techniques employed by the E821 experiment are nearly identical to those of the E989 Muon

g − 2 Experiment; they will be discussed in the next chapter.

In short, E821 measured aµ by comparing the spin precession and cyclotron frequencies

of muons in a known magnetic field. The difference between the spin precession frequency

and the cyclotron frequency is called the anomalous precession frequency—see the next

chapter for details. Technically speaking, E821 did not measure aµ, but rather the ratio of

the aforementioned anomalous precession frequency to the spin precession frequency of free

protons in the same field. The E821 collaboration then related this quantity to aµ using the

ratio of the muon magnetic moment to the proton magnetic moment, which was taken from

a completely separate experiment that had determined the required magnetic moment ratio

by measuring the hyperfine interval of muonium [34,35].

It is worth appreciating how many experiments have now been identified as providing



18

parameters necessary either for the aµ measurement or for the calculation of its Standard

Model value. The Standard Model predicts that the results of all these experiments will

be related in a very particular way. Testing for consistency between the aµ measurement,

aexp
µ , and aSM

µ amounts to verifying that this predicted relationship holds. As a reminder,

the involved measurements include but are not limited to the rubidium recoil velocity, the

Higgs mass, the hadronic R-ratio, the muonium hyperfine interval, and the frequency ratio

from E821.

The current value of aexp
µ is [5, 36]

aexp
µ = (11659208.9 ± 6.3) × 10−10. (1.32)

The relative uncertainty, dominated by the E821 measurement, is 540 ppb, quite similar to

that of the theoretical prediction. Additionally, the experimental uncertainty is smaller than

the electroweak and hadronic light-by-light contributions to aSM
µ , meaning that—despite their

smallness—they must be included and understood to interpret the E821 result.

Calculating the difference between theory and experiment requires choosing a particular

Standard Model analysis. With the value determined by Keshavarzi et al. [14]

aexp
µ − aSM

µ = (26.86 ± 7.24) × 10−10. (1.33)

Note that the value reported here is not quite the same as the one reported in Keshavarzi et

al. because of differing choices for the exact value of aexp
µ . Here, aexp

µ comes from CODATA

recommended values of the fundamental physical constants: 2014 [5, 36].

The difference between E821’s aµ measurement and the Standard Model prediction is

nonzero with a significance of 3.7σ. Or, if one instead chooses the recent Standard Model

analysis by Davier et al., the significance is 3.5σ [15]. The absolute size of the discrepancy

is about twice that of the electroweak contribution to aSM
µ , and with a sign such that failing

to include the electroweak contribution would increase the discrepancy.

The E821 collaboration’s final report, published over a decade before this writing, de-

clared a 2.2-2.7σ discrepancy between their result and the best Standard Model analyses
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available at the time [34]. In the intervening years, increased scrutiny of the theory pre-

diction, additional collider data, and improved understanding of the hadronic light-by-light

contribution have yielded no resolution. On the contrary, the difference between theory and

experiment has only become more statistically significant. Besides the theory, the E821

measurement—which was quite challenging and required careful treatment of many subtle

systematic effects—has also been subjected to intense scrutiny. However, no error that could

resolve the discrepancy has been discovered.

Before a declaration can be made with any degree of certainty, a new measurement—or,

ideally, multiple new measurements—is necessary. The difference between the E821 result

and the Standard Model prediction does not meet the 5σ discovery threshold, and, even

(or perhaps especially) if it did, an independent measurement would certainly be warranted.

Two new aµ experiments are expected to release results in the relatively near future. The

first, The E989 Muon g − 2 Experiment, is a direct successor to E821 and the subject of the

remainder of this document [37]. The second, The Muon g−2 Experiment at J-PARC, utilizes

a very different experimental setup and thus will provide an extremely valuable crosscheck

should the E989 Experiment confirm the muon g − 2 discrepancy [38].

1.6 New Physics Interpretations of the Brookhaven Result

This section addresses the following question: assuming the theorists have made no errors in

their calculation, and assuming the experimentalists have made no errors in their measure-

ment, what could explain the observed muon g−2 discrepancy? Although these assumptions

will be challenged by the ongoing work to provide independent estimates of the hadronic

contributions to aSM
µ and by the upcoming new measurements of aexp

µ , there is currently no

compelling reason to believe that the discrepancy will not endure.

For an answer to the question just posed, one need not read beyond the title of Czarnecki

and Marciano’s article Muon anomalous magnetic moment: A harbinger for “New Physics”,

published in 2001 [12]. New physics, interactions and particles not included in the Standard

Model, correct the muon-photon coupling through loops in the same way that the electroweak
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and strong interactions do, see Figure 1.8 for a possible example. Thus, the muon g − 2

discrepancy signals the existence of unaccounted for effects. Furthermore, the size of the

discrepancy—even if it were zero—severely constrains the parameters of new physics models.

new
physics

Figure 1.8: A Feynman diagram depicting a possible new physics contribution to muon
g − 2 entering at one loop. The double line connecting the incoming and outgoing muons
represents a new physics particle. Some possibilities of what such a particle could be are
discussed in the text.

The impact that a new physics process will have on aµ of course depends on the details

of the proposed interaction. Recall that the muon g − 2 discrepancy is about twice the size

of the electroweak contribution. Looking in a little more detail, one finds that the leading

diagram involving the Z yields a correction with the opposite sign from the leading diagram

involving the W ; the W diagram considered in isolation shifts aµ by about 39×10−10, which is

just a bit larger than the E821 discrepancy [13]. This is presented to illustrate that particles

with masses of approximately 100 GeV (like the W ) can correct aµ by an amount of the

same order as the discrepancy, provided they couple to muons in a fashion similar to the W

and enter at one loop. The exact size of the correction would depend on the mass of the

exchanged particle and on the involved coupling constants.

Czarnecki and Marciano discuss a number of new physics possibilities, among them su-

persymmetry and radiative mass mechanisms [12]. The masses of new physics particles that

could explain the g − 2 discrepancy vary significantly between the considered models. For
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some, the new physics scale is above one TeV. Additionally, as with the electroweak example,

aµ contributions from new physics interactions can come with either a positive or a negative

sign. Thus, for many new physics models, the definite sign of the observed g − 2 discrepancy

eliminates large swathes of parameter space that might otherwise be allowed [12].

Possible resolutions of the muon g−2 discrepancy cannot be considered in isolation. New

particles must be observed in multiple ways and by multiple experiments for their discovery

to be credible. Indeed, aµ experiments alone cannot distinguish between models that explain

their measurements equally well. They can, however, draw attention to regions of parameter

space that may then be explored with direct searches. For example, the LHC can address

much of the supersymmetry parameter space relevant to the g − 2 discrepancy. A 2017

article by Hagiwara et al. states that while LHC searches have highly constrained much of

the relevant parameter space, some regions that could resolve the muon g − 2 discrepancy

have not yet been excluded [39].

Another model that has been proposed to explain the muon g − 2 discrepancy is that of

the dark photon. In this model, an additional U(1) group with a massive gauge boson is

introduced [41]. The massive gauge boson, called the dark photon, γ′, then mixes with the

Standard Model photon, γ. A parameter ε controls the mixing strength. This model has

attracted interest because of its potential to simultaneously explain both muon g − 2 and

the positron excess observed in cosmic ray spectra [42]. Additionally, the simplest version

of the model has a two dimensional parameter space—spanned by the dark photon mass,

mγ′ , and the mixing parameter, ε—that can be addressed with existing experiments, see, for

example, [40, 43, 44]. As of the NA48/2 Collaboration’s 2015 publication, the region of this

parameter space that resolves the muon g − 2 discrepancy has been entirely excluded, see

Figure 1.9. While it appears that dark photons cannot account for the E821 result, their

story serves as an example of how aµ measurements can guide the search for new physics in

general.

Yet more possibilities remain. For example, light (<1 GeV) scalar and axion-like pseu-

doscalar particles, which may not yet have been otherwise seen, are capable of resolving
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Figure 1.9: Parameter space of the dark photon model relevant to muon g − 2, reproduced
from [40]. On the x-axis is the dark photon mass and on the y-axis is the parameter governing
the mixing between the dark photon and the Standard Model photon. The red band is the
region of parameter space that resolves the muon g − 2 discrepancy. Each exclusion band
comes from a separate experiment. Combining all experiments, the simple dark photon
model is entirely ruled out as an explanation for the g − 2 discrepancy.

the g − 2 discrepancy [45, 46]. Each of these scenarios can be further addressed by existing

experiments, as discussed in the references.

If the Brookhaven muon g−2 result is not an experimental artifact or a very unlikely sta-

tistical fluctuation, then the Standard Model prediction for aµ is incorrect. If the prediction

is incorrect, and no errors were made in its determination, then physics beyond the Stan-

dard Model has been observed. That particle physicists consider this an exciting prospect is

evident in the over 2000 citations garnered by the Brookhaven experiment’s final report [34].

To confirm their result, an independent measurement of aµ is absolutely essential.
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Chapter 2

THE E989 MUON g − 2 EXPERIMENT

The New Muon g − 2 Experiment at Fermi National Accelerator Laboratory (FNAL),

designated E989, aims to improve on the current best measurement of aµ by a factor of four

in precision, with a target combined uncertainty of 140 parts per billion (ppb) [37]. Coupled

with expected reductions in the Standard Model prediction’s uncertainty, E989 is designed

to either resolve the discrepancy between theory and experiment or confirm it with a signif-

icance of 5σ or greater. To achieve this unprecedented precision, E989 uses an intense, pure

muon beam provided by FNAL and will ultimately accumulate a dataset sufficient to reach

100 ppb statistical uncertainty. Systematic uncertainties are controlled both with detector

and calibration systems constructed specifically to meet the unique challenges of the exper-

iment and with computer models and simulations. With 100 ppb statistical uncertainty, the

experiment’s total aµ systematic uncertainty must be held below 100 ppb to reach the target

combined uncertainty. This chapter describes the principles behind the aµ measurement

and the design of the E989 experiment, with an emphasis on how the design enables the

aforementioned levels of precision.

2.1 Measurement Principle

A point particle with spin, mass m, and charge e placed in an external magnetic field will

follow a circular path in the plane defined by the magnetic field, and its spin direction will

rotate in the same plane. The particle’s circular motion is called cyclotron motion and its

spin rotation is called spin precession. With a uniform magnetic field, the absence of an

electric field, and particle motion entirely perpendicular to the magnetic field, the equations
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governing this motion are [1]

ω⃗s = −
geB⃗

2m
− (1 − γ)

eB⃗

mγ
(2.1)

ω⃗c = −
eB⃗

mγ
. (2.2)

In the above equations, ωs is the spin precession angular frequency, ωc is the orbital angular

frequency, γ is the relativistic Lorentz factor, and g is the particle’s g-factor. The second

term in Equation 2.1, which did not appear in Equation 1.11, is a relativistic correction called

Thomas precession [1]. It accounts for the continuous rotation of the orbiting particle’s frame

of reference.

The rate of change of the angle between the particle’s momentum and its spin is called

the anomalous precession frequency, ωa, and is the difference between ωs and ωc:

ω⃗a = ω⃗s − ω⃗c = −(
g − 2

2
)
eB⃗

m
= −a

eB⃗

m
, (2.3)

where a is the anomalous magnetic moment of the particle in question. Note in the above

equation that ωa is directly proportional to a: if g were exactly equal to 2, the spin would

precess at the orbital frequency and the angle between the spin and momentum would never

change. By observing anomalous precession in a magnetic storage ring, one can measure

g − 2 directly rather than g. This is the principle on which the E989 experiment is based.

The mechanism for measuring the anomalous precession frequency, ωa, will be discussed later

in this chapter.

A precise measurement of ωa alone is not sufficient to determine aµ. One must also know

the other quantities in Equation 2.3 with comparable or better precision. Introducing ωp

and µp, the proton Larmor precession frequency in the storage ring field and the proton’s

magnetic dipole moment, and ge, µe, and me, the g-factor, magnetic dipole moment, and
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mass of the electron, one can use the following relations to rewrite Equation 2.3:

B =
h̵ωp
2µp

e =
4meµe
h̵ge

.

The first of these equations is an expression of the magnetic field in terms of the precession

frequency of free, non-relativistic protons and the second comes simply from the definition

of ge. Combining these equations with Equation 2.3 yields the following relation:

aµ =
ge
2

ωa
ωp

mµ

me

µp
µe
. (2.4)

Allowing for slight nonuniformities in the magnetic field, the quantity ωp should be replaced

with ω̃p, where ω̃p is the particle distribution weighted spatial average of the proton Larmor

precession frequency. The average must be weighted by the particle distribution because

the magnetic field at a given location only contributes to ωa if particles are present there.

Making this replacement, the equation reads

aµ =
ge
2

ωa
ω̃p

mµ

me

µp
µe
. (2.5)

This is the identity E989 will use in practice to determine aµ; ωa and ω̃p are measured in the

E989 storage ring, whereas ge, mµ/me, and µp/µe are known from prior experiments precisely

enough not to contribute significantly to E989’s experimental uncertainty (see Table 2.1).

2.2 Storage Ring and Electrostatic Quadrupoles

The E989 magnetic storage ring, shown in Figure 2.1 is the same one previously used in the

E821 Muon g − 2 Experiment at Brookhaven National Lab. It is an iron electromagnetic

with superconducting coils operating at 5200 A [37]. When energized, the magnet provides

a highly uniform 1.451 T field in a toroidal storage region with a 90 cm diameter and a

7.112 m orbit radius. Inside the storage region, the azimuthal peak-to-peak variations of
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Table 2.1: Shown above are the quantities required to determine aµ and their associated un-
certainties. ωa/ω̃p will be measured in the E989 experiment; the quoted 140 ppb uncertainty
is expected at the experiment’s completion. The values and uncertainties for ge, mµ/me, and
µp/µe are CODATA’s recommended values [36]

.

Quantity Source Uncertainty or target uncertainty [ppb]

ge Quantum cyclotron spectroscopy [9] 0.00026

mµ/me Muonium spectroscopy [35] 22

µp/µe Hydrogen spectroscopy [36] 3

ωa/ω̃p E989 experiment [37] 140

Total aµ uncertainty ∼140

the magnetic field are on the order of 100 ppm. In the 9 cm diameter storage region, the

azimuthally averaged field uniformity is on the order of 1 ppm.

The force exerted by a magnetic field is always perpendicular to the field, and thus a

uniform magnetic field is not sufficient to stably store particles in three dimensions. Any

momentum component parallel to the magnetic field would lead to rapid particle loss. To

prevent such losses, electrostatic quadrupole plates are placed inside of the vacuum chambers.

These plates are charged to voltages between ±20 kV and ±30 kV, and they provide vertical

focusing at the expense of radial defocusing. Figure 2.2 shows the equipotential contours

of the electrostatic quadrupole fields. Together, the storage ring’s magnetic field and the

electrostatic quadrupole field provide restoring forces in both the vertical and radial directions

[37,47].

An electric field perpendicular to a particle’s momentum affects the particle’s spin pre-

cession frequency. The expression for ωa including the effect of a transverse electric field
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Figure 2.1: Top down and cross sectional view of the E989 storage ring, reproduced from [37].
The injection process and the inflector will be discussed more later in this chapter.

is [37]

ω⃗a = −
e

m
[aµB⃗ − (aµ −

1

γ2 − 1
)
β⃗ × E⃗

c
] . (2.6)

For a proper choice of γ, or equivalently stored particle energy, the effect of the electric field

on the anomalous precession frequency will become very small. With a γ of 29.3, 1/(γ2 − 1)

is nearly exactly equal to aµ and the electric field effect becomes a small, sub-ppm correction

to ωa. The so-called magic γ of 29.3 corresponds to a muon momentum of 3.094 GeV/c,

which is, by design and for this reason, the momentum stored by the E989 storage ring.

2.3 Muon Decay

Muons are unstable particles and decay with a lifetime of 2.2µs in the frame of reference

where they are at rest. Positive muons predominantly decay into a positron and two neutri-

nos,

µ+ Ð→ e+νeν̄µ, (2.7)

with a branching fraction of nearly 100% [5]. Muon decay proceeds through the weak inter-

action and therefore exhibits parity violation. The parity violation manifests as a correlation
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Figure 2.2: Equipotential contours from the electrostatic quadrupoles, reproduced from [37].
The blue curve outlines the muon storage region. The electrostatic quadrupole fields are
vertically focusing and radially defocusing.

between the decay positron momentum and the muon spin, i.e. [5, 37]

⟨S⃗µ ⋅ p⃗e⟩ ≠ 0. (2.8)

This correlation could not exist in a system obeying parity symmetry because under a parity

transformation the vector p⃗e changes sign but the axial vector S⃗µ does not. As will be

explained, the correlation between the muon spin and positron momentum is the physical

mechanism through which ωa is measured in the E989 experiment.

The differential decay distribution in the muon’s rest frame can be expressed in terms

of the positron energy E and the angle between the positron momentum and muon spin θ

as [37]
d2P

dE dcos(θ)
= Nr(E) [1 ±Ar(E) cos(θ)] , (2.9)

where the positive sign is taken for positive muons and the negative sign for negative muons.

The r subscripts indicate that these functions refer to quantities in the muon rest frame. The
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function Ar(E) is called the asymmetry and encodes how strong the correlation between the

positron momentum and muon spin is for decay positrons of a given energy. It is bounded

between −1 and 1, where Ar(E) = 1 means that positrons of energy E are never emitted op-

posite to the muon spin and Ar(E) = −1 means that positrons of energy E are never emitted

along the muon spin. The asymmetry, Ar(E), increases toward 1 as E approaches mµc2/2,

the maximum possible energy an emitted positron can have in the muon rest frame. This

means that, for positive muons, higher energy decay positrons are more likely to be emit-

ted along the muon spin, and this correlation becomes stronger at higher positron energies.

Nr(E) also increases with E, so decay positrons in general are preferentially emitted in the

direction of the muon spin. See Figure 2.9 for a graphical representation of this behavior.
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Figure 2.3: Muon decay distribution in the rest frame. The plot on the left shows the
differential decay distribution as a function of Ŝµ ⋅ pe+ , equivalent to cos(θ) in Equation 2.9.
The highest energy positrons are most likely to be emitted in the direction of the muon
spin. The plot on the right shows the functions Nr and Ar, defined in the text. Emax is the
maximum possible energy a decay positron can have, which is very nearly mµc2/2.

To determine what will be observed in the E989 experiment, the muon decay distribution

must be Lorentz transformed into lab frame coordinates. In the lab, the muons are highly
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relativistic with a γ of 29.3. To complete the transformation, another angle must be intro-

duced: the angle between the muon spin and the boost direction, or, equivalently, the angle

between the muon spin and the muon momentum in the lab. Neglecting the mass of the

positron, the energy in the lab frame is given by the expression

Elab = γErest (1 − β p⃗e ⋅ b̂) , (2.10)

where b̂ points along the boost axis, opposite to the muon momentum. The lab frame energy

has a strong dependence on the emission angle of the positron. As the emission angle is

correlated with the muon spin direction, the energy distribution in the lab frame depends

on the angle between the muon spin and the muon momentum. For example, when the spin

and momentum are aligned, positrons are more likely to be emitted parallel to the muon

momentum and are therefore more likely to be observed with higher energies in the lab

frame.

Calling the angle between the muon spin and its momentum α, the energy distribution

in the lab frame is
dP

dE
= N(E) [1 +A(E) cos(α)] . (2.11)

The functions N(E) and A(E) are distinct from Nr(E) and Ar(E). N(E) and A(E)

describe the lab frame energy distribution. A(E) encodes how the probability of observing

a positron with energy E in the lab frame depends on the angle between the muon spin and

momentum, with positive values indicating that energy E positrons are more likely to be

observed when the spin and momentum are aligned and negative values indicating that they

are less likely to be observed when the spin and momentum are aligned. Figure 2.4 shows

the decay positron energy distribution in the lab frame for three different values of α.

The cos(α) modulation of the positron energy distribution in the lab frame enables the

ωa measurement. The rate of change of α is exactly ωa, and thus the energy distribution in

the lab frame changes with a period of 2π/ωa. Replacing α with ωat − φ, the positron decay

distribution as observed in the lab frame is

d2P

dE dt
∝ e−t/(γτµ)N(E) [1 +A(E) cos(ωat − φ)] . (2.12)
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Figure 2.4: Muon decay energy distribution in the lab frame for three different values of
the angle between the muon spin and its momentum, α. When the spin and momentum
are aligned, the decay positron energy distribution shifts in favor of higher energies. In the
lab frame, Emax is approximately 3.1 GeV. The fraction of observed decay positrons above a
fixed energy threshold depends on α and thus oscillates at ωa. This is illustrated by the solid
regions above E/Emax = 0.6; the area of the solid blue region, representing the probability of
observing a high-energy positron when the muon spin and momentum are parallel, is more
than twice the area of the solid black region, representing the same when the muon spin and
momentum are antiparallel. Techniques for extracting ωa from the observed decay positron
spectrum will be discussed more in Section 2.6.

The ωa extraction in the E989 experiment is achieved by measuring the modulation of the

detected positron energy distribution and fitting its periodicity.

2.4 Beam Injection

The FNAL muon campus beamline is constructed to deliver pure pulses of highly polarized

muons to the E989 storage ring. The beam is delivered in bursts, called fills, separated by at

least 10 ms and with an average rate of 11.4 Hz. The distribution of delivered muons has a

momentum RMS of approximately 2% centered around 3.094 GeV/c and a temporal length
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of 120 ns. Of these injected muons, only 1% to 2% can be stored. With a 4.5 cm radius

storage region and a 7.112 m orbit radius, the E989 ring can at best store muons within

approximately 0.5% of the design momentum.

The polarized muon beam originates from decaying pions, which are in turn produced

by focusing an 8 GeV proton beam from the FNAL accelerator on a pion production tar-

get. Positive particles within ±10% of 3.11 GeV/c are selected and steered into a beamline

containing focusing/defocusing optics (FODO) optimized to capture 3.094 GeV/c muons pro-

duced as pions decay in flight. This section of beamline is called the M2 and M3 lines and

is approximately 280 m in length. 3.11 GeV/c pions have a decay length of 170 m, so only

about 20% of the pions in the M2 and M3 lines will traverse the full 280 m without decaying.

Pion decays in the M2 and M3 lines are the primary source of muons in the particle beam

delivered to the E989 experiment [37,48].

Charged pions, like muons, decay through the weak interaction. The parity violating na-

ture of the weak interaction is responsible both for pions predominantly decaying to muons

rather than electrons (with a branching fraction of greater than 99.98%) and for the polar-

ization of the produced muon beam [5,37]. An explanation for why this is so goes as follows.

Charged pions decay to a charged lepton and a neutrino

π+ → l+νl. (2.13)

Neutrinos produced in the weak interaction have a definite helicity state, left-handed for

neutrinos and right-handed for antineutrinos. In the rest frame of the pion, the charged

lepton and the neutrino must be produced back to back to conserve momentum. The pion is

a spin zero particle, so the decay products must also be in a zero angular momentum state.

Therefore, the charged lepton in the rest frame of the pion will also be in a definite helicity

state with the same handedness as the neutrino. For a massless charged lepton, this decay

would be forbidden because the weak interaction does not couple to massless left-handed

antiparticles or massless right-handed particles. The amplitude for pions to decay to a given

charged lepton channel must be suppressed by the mass of the charged lepton to regain
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the proper behavior in the limit where the mass goes to zero. The partial decay rate is

proportional to the square of the amplitude, so the rate of charged pion decay to electrons

is suppressed by a factor of (me/mµ)
2 relative to the rate of decay to muons [2, 5].

The definite helicity state of decay muons in the pion rest frame becomes a correlation

between muon energy and polarization along the pion momentum direction in the lab frame.

Only the highest energy decay muons are captured in the M2 and M3 lines. These muons

are produced with their momenta and spin along the boost axis in the rest frame and thus

they are highly polarized along the pion momentum direction in the lab frame. High-energy

positive muons are produced in a left-handed helicity state; their spin is opposite their

momentum. Selecting 3.094 GeV/c muons from 3.11 GeV/c pion decays yields a muon

beam with a net polarization of about 95% [37]. See Figure 2.5 for a schematic of the FNAL

muon campus beamline.

Figure 2.5: The muon campus beamline, in red, reproduced from [37]. Pions are produced
from 8 GeV protons in the AP0 target hall. The beamline components are described in the
text.

At the end of the M2 and M3 lines, the beam is transferred into a facility called the

Delivery Ring, or DR. The DR is a 505 m long ring of beamline around which the beam
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circulates. Upon entering the DR, the beam contains a mixture of muons, protons, and the

20% of pions that did not decay in the M2 and M3 lines. 3.094 GeV/c protons have a γ of

3.3 and travel at about 95% the speed of light. Muons with a γ of 29.3 travel within 0.1% of

the speed of light. Therefore, after each trip around the DR the protons fall 25 m behind the

muons. After four circulations, the protons are 100 m behind the muons. Accounting for the

approximately 120 ns temporal width of the beam pulse, the trailing edge of the muon beam

and the leading edge of the proton beam will be separated by 200 ns after four DR orbits.

This separation is sufficient to kick the protons into an abort channel without affecting the

muon beam. Additionally, four times around the DR is approximately 12 pion decay lengths,

which allows sufficient time for virtually all pions remaining in the beam to decay.

After proton removal in the DR, the remaining beam is mostly muons, but with a 30%

to 40% positron contamination. The muon-positron beam is extracted from the DR into a

130 m long final stretch of beamline, called the M4 and M5 lines, which leads to the E989

storage ring. It is then focused through a small aperture bored through the storage ring

magnet iron and into an apparatus called the Superconducting Inflector Magnet, or the

inflector [49]. The magnetic field inside of the inflector is constructed to cancel the fringe

field of the storage magnet. Without it, muon injection into the storage ring would not be

possible because passage through the fringe field would deflect the beam into the magnet

iron.

The beam exits the downstream end of the inflector inside of the E989 storage ring

vacuum. The exit of the inflector is displaced 77 mm radially outward from the center of the

storage region. Particles this far displaced from the center of the storage region cannot be

stored: the storage ring is designed to store particles in a 45 mm radius around the center

of the storage region. To store the particles that enter the storage ring vacuum, a pulsed

kicker magnet fires as the muon beam crosses the ideal orbit 90○ around the ring from the

injection site. The kicker pulse length is ideally less than the muon orbital period, 149 ns,

so that each particle is only kicked once. The ideal kick is exactly strong enough to deflect

design-momentum muons onto the ideal orbit. Synchrotron radiation, though negligible for
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muons, causes the loss of all beam positrons within 4µs of injection [1, 50].

Figure 2.6: Diagrammatic illustration of injection into the storage ring, reproduced from [37].
During the first turn after injection, the kickers provide the deflection necessary to place
muons onto the central storage orbit.

Particles exit the inflector with a range of radial angles, x′, defined as the angle between

the radial momentum and the longitudinal momentum. To sufficient approximation, x′ =

px/pz where x is the radial direction and z is the longitudinal direction. This approximation

is valid because pz is much larger than px. One can define the vertical angle, y′, in the

same way. Particles exiting the inflector with x′ between -5 mrad and 5 mrad will cross the

ideal orbit with x′ between -10.8 mrad and -12 mrad. The minimum of -10.8 mrad occurs for

particles exiting the inflector with x′ = 0, or exactly tangent to the ideal orbit. The ideal kick

would provide an x′ impulse between 10.8 mrad and 12 mrad and place the injected muons

onto the design orbit with no radial deflection. As the muons exit the inflector with a range

of x′, not all can be kicked ideally. The required magnetic field for a given deflection angle,

∆x′, is approximately

Bkick = −B0
∆x′

θkick
, (2.14)

where θkick is the azimuthal angle in the storage ring over which the kick is delivered.
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The E989 kicker spans approximately 45○ in the storage ring, so to deflect muons between

10.8 mrad and 12 mrad the kicker must provide a magnetic field in the range from 200 G to

250 G. A diagrammatic illustration of the injection process is shown in Figure 2.6.

2.5 Magnetic Field Measurement

The magnetic field measurement consists of all the experimental components, techniques, and

equipment used to measure ω̃p, the muon distribution weighted average of the free proton

Larmor precession frequency in the storage ring. It is related to aµ through Equation 2.5; the

precision of E989’s final aµ measurement can be no better than the precision of the ω̃p mea-

surement. Thus, the magnetic field measurement and the precession frequency measurement

are equally important.

The pulsed nuclear magnetic resonance (NMR) technique is used throughout the magnetic

field measurement. In pulsed NMR, the net magnetization of a sample of protons in a

material such as water or petroleum jelly is rotated 90○ relative to an external magnetic field

using a radio frequency (RF) pulse called a π/2 pulse. Subsequently, the proton sample’s

magnetization will precess about the external magnetic field until the magnetization relaxes

back into its equilibrium orientation, which is aligned with the external magnetic field.

Pickup coils oriented perpendicular to the external field are connected to waveform digitizers

that record the current induced in the coils by the precessing protons. The resulting signal

is called a free induction decay. NMR probes contain the proton samples, the pickup coils,

and the necessary circuitry to read out the free induction decay signal. The same RF coil is

used to deliver the π/2 pulse and to read out the free induction decay. Each free induction

decay signal yields a 10 ppb precision measurement of the proton precession frequency in the

probe. The statistical uncertainty of the ω̃p measurement is entirely negligible [37,51].

The magnetic field in the muon storage region is intermittently measured by sending

a trolley holding 17 NMR probes around the inside of the storage region. Rails to guide

the trolley are built into the vacuum chambers for this purpose. The trolley measurements

produce a three dimensional map of the magnetic field inside the storage region. Knowledge
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of the spatial variations of the field are necessary to correctly calculate ω̃p. The trolley, by

necessity, cannot be present in the storage region during muon storage. If it were, all the

muons would be rapidly lost from scattering. During E989 data taking, storage ring usage

will alternate between trolley runs and muon storage runs. Figure 2.7 shows an azimuthally

averaged map of the magnetic field in the muon storage region as measured by the trolley.

Figure 2.7: Azimuthally averaged magnetic field contours from late summer 2016, courtesy
of Rachel Osofsky. The azimuthally averaged field nonuniformities are on the order of 1 ppm.

Another suite of NMR probes is used to interpolate between trolley runs. These are the

378 fixed NMR probes placed around the storage ring. They are on the outside of the vacuum

chambers but inside the high magnetic field region. The fixed probes are operated concur-

rently with muon storage and measure the storage ring field at least once per accelerator

super cycle during E989 data taking runs. They allow for any time variations in the mag-
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netic field to be detected and accounted for in the ω̃p analysis. Additionally—being placed

symmetrically around the ring—they provide spatial information regarding field variations,

though not the spatial variations inside of the storage region itself.

The precession frequency measured by the NMR probes is not quite equal to the free

proton precession frequency needed to calculate aµ. The frequency measured in the probes

receives corrections from the molecular properties of the proton sample, the magnetization

of the probe materials, and the shape of probe sample. The general expression for an NMR

probe with a water sample is [51]

ωprobe = [1 − σ(H2O,T ) + δb + δp + δs]ωp, (2.15)

where σ is the temperature dependent diamagnetic shielding, and the δ’s are corrections

from the bulk susceptibility, paramagnetic impurities, and magnetization of the probe, re-

spectively. A calibration is required to relate the probe precession frequency to the free

proton precession frequency. Much of the experimental uncertainty of the magnetic field

measurement comes from the systematic uncertainty introduced by the calibration proce-

dure.

A special NMR probe is used for absolute calibration of the field measurement. The total

correction needed to relate the frequency measured by this absolute calibration probe to the

free proton precession frequency is known to 35 ppb. By inserting the absolute calibration

probe into the storage region and measuring the field in the same location as the central

trolley probe, the absolute calibration is transferred to the central trolley probe. Yet another

special probe, called the plunging probe, transfers the calibration from the central trolley

probe to the 16 other trolley probes. The plunging probe is connected to a 3D motion system

that can position it in the same location as any of the 17 trolley probes. The offsets between

the trolley probes and any given fixed probe are determined when the trolley passes the

location of a fixed probe.

Other than the 35 ppb uncertainty of the absolute calibration, additional significant

sources of systematic uncertainty in the ω̃p measurement include the trolley probe calibration



39

Table 2.2: Known sources of systematic uncertainty for the E989 magnetic field measure-
ment. The target combined systematic uncertainty is 70 ppb.

Source of uncertainty Target value [ppb]

Trolley measurements 30

Trolley probe calibration 30

Fixed probe interpolation 30

Muon distribution weighted average 10

Time dependent external fields, others 10

Absolute calibration probe correction 10

Total quadrature sum 70

procedure, the fixed probe time interpolation, and uncertainties in the trolley’s field mea-

surement originating from field gradients and trolley position uncertainties. See Table 2.2 for

a full accounting of the expected ω̃p systematic uncertainties. The total uncertainty budget

for the magnetic field measurement is 70 ppb systematic uncertainty and negligible statistical

uncertainty.

2.6 Anomalous Precession Frequency Measurement

The lab frame decay positron energy spectrum depends on the angle between the muon spin

and the muon momentum. For a population of muons stored in the E989 storage ring, the

overall positron energy spectrum depends on the average of this angle over the whole pop-

ulation. With a beam of muons polarized at injection time, the anomalous precession—the

changing angle between the muon spin and momentum—will be coherent and the observed

positron energy spectrum will oscillate. The anomalous precession frequency, ωa, is extracted

by measuring the period of this oscillation.

When a muon decays, the produced decay positron has less energy than its parent
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E = 2.3 GeV

E = 1.5 GeV

Figure 2.8: Illustration of muon decay in the storage ring. The black curves delineate
the storage region, and the dashed line is its center. The rectangular objects represent
the electromagnetic calorimeters. When a muon decays in the storage region, its decay
positron will curl inward and may strike a calorimeter. The red and magenta curves show
the paths that decay positrons of two different energies would take if they were born at
the same location with momenta tangent to the ideal orbit. In the legend, E refers to the
decay positron energy. Higher energy decay positrons travel farther before encountering a
calorimeter.

muon and correspondingly a smaller orbit radius in the storage ring’s magnetic field; de-

cay positrons curl toward the center of the ring. There are 24 electromagnetic calorimeters

stationed around the inner radius of the storage ring to intercept these decay positrons and

measure their energies and hit times. This process is illustrated in Figure 2.8. With 24

calorimeters equally spaced azimuthally, the probability that a decay positron will hit a

calorimeter—called the acceptance—becomes very high, about 80%, for the decay positrons

nearest the endpoint of the energy spectrum [37]. These high-energy decay positrons carry

the most signal for the precession frequency measurement because their emission probability

is the most highly modulated at ωa. After each muon injection, the calorimeters record data

for 700µs. The boosted muon lifetime is 64.4µs; by the end of the 700µs measurement

period, virtually all of the stored muons have decayed. The calorimeters will be discussed in

detail in Chapter 4.

There are a number of ways to extract ωa from the information collected by the calorime-
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ters, but a straightforward and effective way, the way that will be discussed here, is to

histogram decay positron hit times and to apply energy dependent weights in such a way

as to enhance the ωa oscillations. For example, an analysis technique called the T-Method,

or threshold method, uses a weight of 1 for positrons above a certain energy threshold

and 0 for positrons below that threshold. Because the probability a muon will decay to a

high-energy positron depends on the angle between its spin and momentum, the number of

detected positrons over a non-zero energy threshold will oscillate at ωa. With energy de-

pendent weights w(E), the functional form describing the histogram produced using such a

technique is

f(t) = N ∫
Emax

0
w(E)

d2P

dE dt
dE

f(t) = ∫
Emax

0
N0e

−t/(γτµ) [w(E)N(E) +w(E)N(E)A(E) cos(ωat − φ)]dE

f(t)∝ N0e
−t/(γτµ) [⟨w⟩ + ⟨wA⟩ cos(ωat − φ)] . (2.16)

Figure 2.9 is an illustration of how one constructs a T-Method histogram.

Absent any additional effects, histograms produced using the weighting technique de-

scribed above can be fit with a five parameter function of the form

f(t) = Ne−t/τ [1 +A cos(ωat − φ)] . (2.17)

The five parameters are the overall normalization, N , the boosted muon lifetime, τ , the

overall asymmetry, A, the initial phase, φ, and the anomalous precession frequency, ωa. Pa-

rameters are extracted from the time histogram with a χ2 minimization fit. Such a parameter

extraction will have a statistical uncertainty; using the functional form above, it is possible

to calculate what the uncertainty will be for a data set of a given size.

Provided the fluctuations of the ωa time histogram’s bin contents are Gaussian, the covari-

ance matrix σij pertaining to the parameters pi and pj extracted from the χ2 minimization
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sum

Figure 2.9: Illustration of the T-Method for ωa analysis. On the left are the calorimeter
signals in a number of different energy windows. Summing the signals from all energies above
a certain threshold yields the one dimensional T-Method histogram shown on the right. The
T-Method signal is wrapped on itself every 87µs to show the entire 700µs measurement
period. The period of the oscillations visible in the T-Method histogram is 2π/ωa. Thus, by
fitting the T-Method histogram with the appropriate model, one obtains ωa.

procedure is given by [5, 37,52]

σ−1
ij =

1

2

∂2χ2

∂pi∂pj
= ∑
bins

1

σ2
bin

∂f(tbin, p⃗)

∂pi

∂f(tbin, p⃗)

∂pj

≈
⟨w⟩Nhist

∫ f(t)dt ∫
1

σ2(t)

∂f(t, p⃗)

∂pi

∂f(t, p⃗)

∂pj
dt, (2.18)

where

σ2(t) = N0e
−t/(γτµ) [⟨w2⟩ + ⟨w2A⟩ cos(ωat − φ)] . (2.19)

In the above, it is used that the variance of a bin in a weighted histogram is given by the

sum of the weights squared. Additionally, in approximating the sum over histogram bins

as an integral, the sum of the bin contents of the histogram is replaced with the integral of

the histogram divided by the bin width. Finally, the total sum of the histogram contents

is replaced with ⟨w⟩Nhist, where ⟨w⟩ is the average weight value and Nhist is the number

of discrete events in the histogram. The above substitutions are based on the approach of

Bennett et al. [52]. The necessary integrals can be completed analytically to leading order in
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small parameters (γτµωa)−1 and ⟨wA⟩2/⟨w⟩2, and from there the statistical precision σωa/ωa

can be determined. The result is [37,52]

σωa
ωa

=

¿
Á
ÁÀ 2⟨w2⟩

Nhist⟨wA⟩2γ2τ 2
µω

2
a

. (2.20)

Any weighting function can be used in tandem with an energy threshold; positrons re-

constructed below that threshold are not included in the histogram. Potential weighting

functions include w(E) = E, or energy weighted, w(E) = A(E), or asymmetry-weighted, and

w(E) = 1, the pure threshold method with no weighting. All these analyses will be con-

ducted on the E989 data set. Neglecting detector effects entirely, the asymmetry-weighted

technique provides the smallest uncertainty in the ωa extraction with a 30% lower statistical

uncertainty than a fully optimized non-weighted analysis, see Figure 2.10. In fact, with the

approximations employed here, the asymmetry-weighted method can be shown to be statis-

tically optimal [8,52]. When detector effects such as acceptance are included, the statistical

gain of the asymmetry-weighted technique is more modest, only about 10% over the thresh-

old technique. As the threshold method provides nearly as good statistical precision as the

optimal method while also having the advantage of being simple and relatively straightfor-

ward to characterize, it is considered the baseline analysis technique for the ωa extraction in

the E989 experiment.

For a pure threshold method with w(E) = 1, Equation 2.20 reduces to

σωa
ωa

=

√
2

√
NhistAγτµωa

. (2.21)

Here A refers to its ultimate value in the final ωa histogram fit and includes the effects

of averaging the asymmetries of all particles over the chosen threshold and the less than

100% polarization of the injected muon beam. Solving for Nhist, one obtains an equation for

the required number of particles in the histogram as a function of the target statistical ωa

precision:

Nhist =
2

ε2ωaA
2γ2τ 2

µω
2
a

, (2.22)
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Figure 2.10: Relative ωa precisions obtained with different weighting methods and energy
thresholds, calculated using Equation 2.20. A model for detector acceptance is included
in the right graph but not the left. The optimum energy threshold for a given weighting
function is the energy threshold maximizing these curves. Dashed lines show the relative
precision obtained by a pure threshold method with the optimal threshold of 1.9 GeV. While
the asymmetry-weighted technique at 0 threshold always provides the best precision, the
inclusion of detector acceptance effects brings the pure threshold method precision within
15% of the asymmetry-weighted method. The pure threshold method has the advantage of
being simpler to characterize and control.

where εωa is σωa/ωa.

The best threshold to optimize statistical precision is 1.9 GeV. The average asymmetry for

particles above 1.9 GeV is approximately 0.4, but this scales linearly with the polarization. At

the expected 95% polarization of the E989 injected beam, the asymmetry will be 0.38. The

other values required to carry out this calculation are shown in Table 2.3. The calculation

yields a required 160 billion, or 1.6 × 1011 over threshold detected particles. In other words,

assuming a pure threshold analysis and an optimal energy threshold of 1.9 GeV, there must be

at least 160 billion entries in the decay positron hit-time histogram to fit ωa with a statistical

precision of 100 ppb. The next section will outline how these 160 billion high-energy decay

positrons will be obtained.

Rather than forming a single weighted positron hit-time histogram, an alternative ap-

proach to the ωa analysis forms a family of non-overlapping and non-weighted hit-time his-

tograms each containing positrons in the energy range E to E + ∆E. Such an analysis is
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Table 2.3: The quantities used to determine the number of particles needed in the full E989
dataset to meet the experiment’s statistical precision target of 100 ppb. The asymmetry
value takes into account the 95% polarization of the E989 muon beam. With these values
as input, Equation 2.22 yields a value of 160 billion required particles.

Quantity Value

Target statistical precision, εωa 100 ppb

Asymmetry, A 0.38

Muon lifetime, τµ 2.2 µs

Stored muon Lorentz factor, γ 29.3

Anomalous precession frequency, ωa 1.44 MHz

Number of particles in ωa histogram 160 billion

referred to as an energy-binned analysis. An example of an energy-binned analysis applied

to the E821 data can be found in the PhD dissertation of Frederick Gray [53]. In an energy-

binned analysis, each of the sub histograms is fit separately using the five parameter function

given in Equation 2.17. The result is a separate ωa value for each positron energy range,

ωa,E. As the sub histograms contain completely non-overlapping sets of positron hits, the

statistical fluctuations contributing to each ωa,E are independent and the ωa,E’s can be aver-

aged to obtain a single combined value, ⟨ωa⟩, for the whole dataset. To obtain the smallest

⟨ωa⟩ uncertainty, the proper weight for a given ωa,E in the average is σ−2
ωa,E

. Thus, the more

precise ωa,E values are given greater weight. With these weights, the statistical uncertainty

of ⟨ωa⟩ is
1

σ2
⟨ωa⟩

=∑
1

σ2
ωa,E

. (2.23)

Using Equation 2.21 and assuming the energy bin width ∆E is small enough that N(E) and

A(E) can be treated as constant,

1

σ2
ωa,E

=
1

2
⋅NhistN(E)A(E)2γ2τ 2

µ∆E. (2.24)
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Table 2.4: The major categories of experimental uncertainty in the E989 experiment.

Uncertainty source Target value

ωa statistical uncertainty 100 ppb

ωa systematic uncertainty 70 ppb

ω̃p systematic uncertainty 70 ppb

Quadrature sum ∼140 ppb

This equation assumes N(E) is normalized such that ∫ N(E)dE = 1. With small ∆E, σ2
⟨ωa⟩

can be calculated as follows:

1

σ2
⟨ωa⟩

=∑
1

σ2
ωa,E

≈
1

2
⋅Nhistγ

2τ 2
µ ∫ N(E)A(E)2 dE

≈
1

2
Nhist⟨A

2⟩γ2τ 2
µ. (2.25)

Comparing this to Equation 2.20, it is apparent that—in the small A limit—the precision

of an energy-binned analysis with small ∆E is equivalent to the precision of an asymmetry-

weighted analysis. The energy-binned analysis has the advantage that the asymmetry func-

tion A(E) need not be known in advance. Additionally, an energy-binned analysis maintains

the same precision even if the ωa oscillations in different positron energy ranges have different

phases. Energy dependent phases will be discussed in the next section. An energy-binned

analysis requires better understanding and control of the calorimeter energy response than

a pure threshold based analysis.

In addition to the 100 ppb projected statistical uncertainty of the ωa measurement, there

is a 70 ppb systematic uncertainty budget. The systematic uncertainties of the ωa measure-

ment will be discussed in detail in the next chapter. Table 2.4 enumerates the three major

uncertainty categories in the E989 experiment.
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2.7 Required Running Time

The time required to record 160 billion decay positrons depends on a number of factors:

the number of protons impacting the pion production target per shot, the fraction of these

protons that yield positive pions in the correct energy range, the fraction of these pions that

decay to muons in the correct energy range, the fraction of these muons that are captured

and transmitted to the E989 storage ring, the fraction of delivered muons that are stored,

the fraction of stored muons that yield detected over threshold positrons, and the number

of beam pulses per second. Some of these factors are determined by the capabilities of

the FNAL accelerator and others by the properties of the E989 storage ring and detectors.

Before they can be measured, these factors are determined with numerical calculations and

simulations.

The fraction of delivered muons that are stored in the ring, called the storage fraction, is

affected both by the characteristics of the delivered beam—for example its physical width—

and by the performance of the kicker and the inflector. Injection parameters that must be

optimized include kicker voltages and timings, and the current setting (i.e. magnetic field

strength) of the inflector. As will be discussed later, it is a significant effort to optimize these

parameters. The injection parameter optimization involves coordination with FNAL beam

operators who, with feedback from the E989 detectors, change beamline settings to yield the

highest number of stored muons. It is expected that with a fully optimized injection, 2% of

the injected muons will be stored. The reason this fraction is so small is that a large number

of the injected muons are outside of the momentum range that can possibly accepted by the

E989 storage ring [37].

Of the stored muons, about 11% will yield a high-energy detected decay positron. This

is the product of the probability that the muon will decay to an over threshold positron and

the probability that the positron will hit a calorimeter. The number of muons that will be

transmitted to the E989 ring per proton incident on the pion production target has been

studied carefully with multiple beamline simulation software packages: it is expected that
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7.3× 10−7 muons will arrive at the storage ring per proton on target. When E989 is running

at full intensity, 1012 protons on target are expected per pulse. For practical reasons that

will be discussed later, the ωa fit does not begin until 30µs after the beam is injected, so the

effective number of stored muons when considering the length of data taking required is a

factor of about 1.6 lower than the number stored after injection. Combining these factors,

1000 detected high-energy positrons are expected per beam pulse. Therefore, 160 million

beam pulses are required to obtain the necessary 160 billion high-energy positrons.

The average rate of beam injections, or fills, during full intensity data taking is 11.4 Hz.

It would take just over 160 days running nonstop at 11.4 Hz to reach the 160 million fills

necessary for 100 ppb statistical uncertainty. Allowing for systematic tests, down time, and

activities such as magnetic field scans with the NMR trolley, it was originally expected that

the E989 experiment would accumulate its full dataset with one to two years of running.

The numbers and factors discussed in this section are summarized in Table 2.5. As of the

end of Run 1, which occurred in the spring of 2018, the E989 experiment had recorded

approximately 12 billion high-energy decay positron hits suitable for use in the ωa analysis.

Much of the 2018 running time was devoted to commissioning, which is discussed briefly in

Chapter 5.
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Table 2.5: Factors contributing to the estimated running time required to accumulate the
complete E989 dataset. The final estimate of 420 days is approximate, but it is expected
that E989 will accumulate its full dataset with two to three years of full-rate operations.

Factor contributing to calculation Value

Protons on target per pulse 1012

Muons transmitted to E989 per proton 7.3 × 10−7

Storage probability per injected muon 0.02

Fraction of muons remaining after 30µs 0.63

Detected high-energy positrons per muon 0.11

Over threshold positrons per fill 1000

Fills needed for 160 billion positrons 160 million

Fill rate 11.4 Hz

Required data accumulation time 3900 hours

Run time per day 17 hours

Time required for data accumulation 230 days

Time required for commissioning 150 days

Time for systematic studies 50 days

Estimated total E989 running time 430 days
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Chapter 3

SYSTEMATIC UNCERTAINTIES OF THE PRECESSION
FREQUENCY MEASUREMENT

The precession frequency measurement is robust: it relies only on a time oscillation in

the number of detected high-energy positrons. It is not required to have a model for the

muon decay distribution, that the calorimeter acceptance as a function of energy be known,

that the calorimeters have a linear energy response or be particularly well calibrated, or

that the positron hit time reconstruction be absent energy-dependent biases. Differing decay

distributions and calorimeter responses modify the asymmetry, phase, and normalization

of the observed oscillation, but they cannot affect the frequency. Despite the robustness

of the precession frequency measurement, there are effects that are not accounted for by

the basic five parameter model given in Equation 2.17. These effects have the potential to

bias the ωa extraction. For all such effects, the size of the bias is estimated. If the bias is

small enough, it is considered a contribution to the ωa systematic uncertainty. Otherwise, a

correction to either the final ωa value or to the positron hit time histogram is applied, and the

associated systematic uncertainty is the uncertainty of the applied correction. In general, ωa

systematic uncertainties can be classified either as beam dynamics effects or detector effects.

Beam dynamics effects are caused by behaviors of the stored muon population that are not

accounted for by the fit model, whereas detector effects are systematic biases imparted by the

non-ideal properties of the calorimeter. This chapter outlines the known systematic effects

present in the ωa measurement and emphasizes the performance requirements these effects

place on the calorimeters.
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3.1 Decay to Detection

A general description of the process by which a decay positron becomes an entry in the final

hit time histogram is useful to understand the source of many ωa systematic uncertainties.

When a muon decays in the storage region, the produced decay positron will have a smaller

momentum than its parent muon. The orbit radius in the uniform magnetic field is propor-

tional to the particle’s momentum, so the lower momentum positrons will curl toward the

center of the ring. The range of decay positron momenta varies from essentially 0 to a maxi-

mum value of the parent muon momentum. Accordingly, there is a great range of orbit radii

that a decay positron may have. Figure 2.8 illustrated the trajectory of two decay positrons

with different energies. A high-momentum decay positron has an orbit radius only slightly

smaller than that of its parent muon’s and thus takes a long time to exit the storage region

and potentially hit a calorimeter. Low-momentum positrons curve much more sharply and

exit the storage region more quickly. The drift time, or the time elapsed between the muon

decay and the positron hitting the calorimeter, then varies as a function of decay positron

momentum. The average drift time ranges from 1 ns at 100 MeV/c to 25 ns at 3 GeV/c.

Additionally, high-energy decay positrons leave the storage region with a larger azimuthal

momentum component so they are more likely to continue on to hit the face of a calorimeter:

the acceptance depends on the positron momentum and increases with increasing positron

momentum. The energy dependent acceptance itself serves to weight high-energy positrons

more than low-energy positrons in the hit time histogram. As it has already been shown

in Section 2.6 that the general form of the fit function does not depend on the weighting

scheme, the momentum dependence of the detector acceptance is not harmful. The decay

positron momentum dependences of the drift time and acceptance are shown in Figure 3.1.

In addition to their decay positron momentum dependence, the acceptance and drift

time also depend on the parent muon’s decay position and polarization. The drift time

depends on the path length from the decay position to the calorimeter, and the acceptance

depends on the azimuthal angle traversed by a decay positron while it is in the radial region
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Figure 3.1: Momentum dependence of positron drift time and acceptance. Acceptance is
defined as the probability that an emitted positron will hit a calorimeter. As described in
the text, both drift time and acceptance increase with increasing positron momentum.

containing the calorimeters. For positrons born farther from the calorimeters, the drift

time increases because the positrons have to travel farther, and the acceptance decreases

because the positrons enter the calorimeter region with a smaller azimuthal momentum

component. Thus, the drift time increases for positrons born farther from the calorimeters

and the acceptance decreases. As the polarization direction at decay time modulates the

angular distribution of emitted positrons, so does it affect the acceptance and drift time.

Positrons emitted outwardly relative to the calorimeters travel longer before detection.

Decay positron drift times directly correspond to phases in the ωa oscillation. The proba-

bility of a certain energy positron being emitted varies with the angle between the muon spin

and momentum at decay time, but the positron is measured when it hits the calorimeter at

a slightly later time. For a given energy positron with drift time td(E), the detected number

as a function of hit time rather than decay time is

N(E, t) = N(E)e−(t−td(E))/τ [1 +A(E) cos(ωa(t − td(E)) − φ)] . (3.1)
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A drift time of td corresponds to a phase offset of ωatd. For drift times in the range of 1 ns to

25 ns, the range of phase offsets is 1.4 mrad to 35 mrad. In summing over all energies, the net

effect is a small change in the initial phase and a very slight dilution of the asymmetry. In an

energy-binned analysis, there is no sum over energies and thus the dilution of the asymmetry

is much smaller. Modifications to the observed initial phase and average asymmetry are not

problems because the form of the fit function is unchanged and, regardless of the varying

phase offsets, the oscillation frequency is the same for all energies. It will be shown that

biases can arise, however, if drift times change systematically over the 700µs measurement

period.

When a decay positron hits a calorimeter, the calorimeter reports an energy and a time.

The reported energy and time will be the output of reconstruction software applied to a

recorded electrical signal and will not be exactly equal to the true positron hit time and

energy. For example, there will be a detector energy resolution and time resolution, and the

energy response of the calorimeter is not be completely linear. Energy nonlinearities cannot

bias the ωa measurement as they are equivalent to changing the energy dependent weighting

scheme. Energy dependent time offsets are also not a problem: they are equivalent to the

drift time effect discussed above. Again, however, ωa biases can arise if the detector response

changes in a systematic way over the 700µs fill.

3.2 Precession Frequency Bias from a Changing Phase

Recall that the precession frequency measurement relies on fitting the measured decay

positron time distribution with the function

f(t) = Ne−t/τ [1 +A cos(ωat − φ)] , (3.2)

where φ is the stored muon population’s average anomalous precession phase at t = 0, ac-

counting for the effects discussed above. Consider now replacing φ with a time dependent

φ(t). How the stored muon population’s average phase could come to change over time will

be discussed in more detail later. Expressing φ(t) as a power series φ0 +
dφ
dt t +O(

d2φ
dt2 ), with



54

the derivatives evaluated at t = 0,

cos(ωat − φ) = cos [ωat − φ0 −
dφ

dt
t +O(

d2φ

dt2
)]

= cos [(ωa −
dφ

dt
) t − φ0 +O(

d2φ

dt2
)]

= cos [ω′at − φ0 +O(
d2φ

dt2
)] (3.3)

One finds an observed precession frequency of ω′a = ωa − dφ/dt. The linear component of

any phase change over a muon fill is indistinguishable from a precession frequency shift of

dφ/dt. Many of the systematic effects present in the precession analysis can be understood

through their effect on the observed initial phase, and any effect that changes the observed

phase is a potential systematic error. With ωa approximately equal to 1.4 rad/µs, a phase

change of 0.07 mrad over a 700µs fill would bias ωa by more than the 70 ppb systematic

error budget. Accordingly, an uncorrected shift in the average positron drift time or detec-

tor response of 50 ps over the 700µs muon fill would exceed the systematic error budget.

Therefore, the muon population’s average initial phase and the detector time response must

be understood and controlled to better than this level to meet the goals of the E989 experi-

ment. Phase changes that are not linear in time cannot be correctly fit with the simple five

parameter model and thus necessitate adjustments to the fit function.

It is worth emphasizing that the sorts of phase changes leading to ωa biases are those

that reproducibly occur over the time scale of a muon fill, in the same way fill after fill. If

somehow the injected muon beam’s average phase were drifting slowly over the lifetime of

the experiment, the drift—if uncorrected—would somewhat reduce the statistical precision

of the measurement, but it would not directly bias the extracted frequency. On the other

hand, if the reconstructed positron hit times had rate dependent offsets, every single fill the

positrons detected early on would be offset in time differently from those detected later, and

thus the observed phase would shift in the same way each and every fill. Such effects are

referred to as early-to-late effects and are particularly concerning because of their potential to

bias the extracted precession frequency. Limiting early-to-late effects was among the highest
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E989 design priorities. The following are some potential early-to-late effects:

• beam decoherence

• muon losses from the storage ring

• longer lifetimes for higher energy muons

• rate dependent energy and time reconstruction

• detector dead time.

3.3 Systematic Effects from Beam Dynamics

The five parameter model discussed to now assumes that stored muons are all at the design

momentum, are all on perfectly circular orbits in the exact center of the storage ring, and

are uniformly distributed in azimuth. Unsurprisingly, these assumptions must be relaxed in

a real experiment. In practice, the ring stores a range of momenta. The particle distribution

inside the storage region is complex and affected by the kicker strength and the electrostatic

quadrupole voltages. Individual muons oscillate about their equilibrium orbits. These real-

ities combine to produce rich phenomena that one must understand to correctly model the

experiment. Effects rooted in these phenomena are categorized as beam dynamics. Some

examples follow.

3.3.1 Muon Dynamics in the Storage Ring

A discussion of muon motion in the storage ring is required before proceeding with examples

of systematic effects from beam dynamics. Stored muons are subject to the magnetic field

from the storage ring and the electric field from the electrostatic quadrupoles. This section

will work under the approximation of ideal fields, where the magnetic field is uniform and the

electric field is independent of azimuth and linear in both the radial and vertical displace-

ment from the center of the storage region. There are a number of known deviations from
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these ideal conditions, including discrete quadrupole plates, higher order multipoles, and

azimuthal magnetic field variations. Nevertheless, studying the ideal conditions is sufficient

for understanding the origin of many beam dynamics effects.

In cylindrical coordinates, where ŷ points upwards and θ̂ points counterclockwise, a muon

position x is expressed as ρρ̂ + yŷ. With R0 as the center of the electrostatic quadrupoles

and k a scaling constant for the quadrupole field strength, the ideal fields for positive muon

storage are

B = B0ŷ, (3.4)

E = k(ρ −R0)ρ̂ − kyŷ. (3.5)

Also considering the Lorentz force and Newton’s second law,

ṗ = e (E + ẋ ×B)

ẍ =
e

mγ
(E + ẋ ×B) (3.6)

In the above equation, γ is treated as unchanging. This is justified as the changes in

energy as a muon moves through the approximately 20 kV quadrupole potential are very

small compared to stored muon energy, which is about 3 GeV. Combining Newton’s second

law with the expression for the ideal fields gives three differential equations of motion, one

for each vector component in cylindrical coordinates:

ρ̈ − ρθ̇2 =
eρθ̇B0

mγ
+
ek(ρ −R0)

mγ
, (3.7)

2ρ̇θ̇ + ρθ̈ = −
eρ̇B0

mγ
, (3.8)

ÿ = −
eky

mγ
. (3.9)

The first of these equations relates the radial acceleration to the magnetic field, tangential

velocity, and the radial quadrupole electric field. The second relates the tangential accelera-

tion to the radial velocity and the magnetic field. The third expresses a linear restoring force
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in the vertical direction, coming from the vertically focusing quadrupole field. One simple

solution is

ρ = R0,

θ̇ = ωc = −
eB0

mγ
,

y = 0

This solution describes a muon stored at the center of the quadrupole potential moving in

a perfect circle around the ring. As this ideal muon has only a tangential (often called

longitudinal) component to its velocity, the relation ρθ̇ = v holds. This defines a specific

momentum, p0 = eR0B0, for which the ideal storage condition is possible. The E989 storage

ring is designed such that p0 is 3.094 GeV/c, the momentum at which the electric field

correction to the anomalous precession frequency vanishes.

The differential equation governing vertical motion has the form of a simple harmonic

oscillator. Rewritten in terms of the cyclotron frequency, ωc,

ÿ = −(
kR0

vB0

)ω2
cy

n ≡
kR0

vB0

, (3.10)

ÿ = −nω2
cy. (3.11)

The quantity n is called the field index and, as will be seen, is a useful metric for the strength

of the quadrupole fields [37]. The above equation indicates that vertical perturbations from

the center of the quadrupole potential will result in simple harmonic oscillation in y with

angular frequency ωy =
√
nωc. This is called vertical betatron oscillation.

To understand the effect of horizontal perturbations from the ideal orbit, consider solu-

tions of the form

θ̇ = −ωc + δ̇θ,

ρ = R0 + x.
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The quantities δθ and x are functions of time and represent small deviations from the ideal

trajectory described above. As the storage ring aperture is only about 45 mm in radius and

R0 is 7.112 m, x represents a less than 1% perturbation to R0. Accordingly, higher powers

of the perturbations x and δ̇θ can be neglected. Using the above solutions in the equations

of motion yields

ẍ = −(ω2
c −

ek

mγ
)x +O(x2)

Dropping the higher order terms and rewriting in terms of n gives

ẍ = − (1 − n)ω2
cx. (3.12)

This equation indicates that small radial perturbations from the ideal orbit result in simple

harmonic oscillation in the radial direction with angular frequency ωx =
√

1 − nωc. This is

called horizontal betatron oscillation. Additionally, it is apparent that for n values larger

than 1, there is no restoring force in the radial direction. In this case, particles cannot be

stored. Thus, there is a limit on the quadrupole strength beyond which the horizontally

defocussing effect becomes too large. Typical n values in E989 are approximately 0.1, well

away from this limit.

As mentioned above, the ideal orbit at the center of the quadrupole potential is only

possible for muons at the specific momentum p0. Muons at different momenta will have

equilibrium orbits at radii other than R0. The equilibrium radius for an off-momentum

muon (p ≠ p0) can be determined by finding the radius at which the centripetal acceleration

will result in uniform circular motion. As the muon will not be at the center of the quadrupole

potential, this calculation must include both the magnetic field and the radial electric field.

Defining xeq such that Req = R0 + xeq,

v2

R0(1 + xeq)
=

e

mγ
(vB0 − kxeq) .

Defining the momentum deviation ∆p as p − p0, this can be rearranged into

1 +
∆p

p0

= (1 − n
xeq
R0

)(1 +
xeq
R0

)
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Thus, the leading order expression for the equilibrium radius as a function of the momentum

deviation is

xeq =
R0

1 − n
(

∆p

p0

) . (3.13)

Higher momentum muons are stored at higher radii, and lower momentum muons at lower

radii. For a given momentum, the quadrupole field index determines the equilibrium radius.

At higher quadrupole settings, i.e. larger n values, off-momentum muons are pushed farther

from the center of the storage region. This is a manifestation of horizontal defocussing.

The cyclotron frequency also depends on the momentum deviation. As the muons in the

E989 experiment are highly relativistic, with γ = 29.3, their velocities are very close to c

and do not change much with changing momentum. The stored muon momentum spread

is on the order of 0.1%; the velocity spread is on the order of 1 ppm. Thus, for all muons

the expression Reqωc = v, with constant v, is true to the part-per-million level. Using the

equation for equilibrium radius as a function of momentum deviation, the above relation

gives

ωc = ωc,0 [1 −
(∆p/p0)

1 − n
] , (3.14)

where ωc,0 is the cyclotron frequency for on-momentum (p = p0) muons.

Off-momentum muons also oscillate about their equilibrium orbits. Their horizontal and

vertical oscillation frequencies are close to horizontal and vertical betatron frequencies derived

in this section. These oscillation frequencies do have a momentum dependence though. The

horizontal and vertical betatron frequencies can be written in the form

ωx = Qxωc

ωy = Qyωc.

The quantities Qx and Qy are called the horizontal and vertical tunes. Recall they are equal

to
√

1 − n and
√
n, respectively, for on-momentum muons. The betatron frequencies of off-

momentum muons differ from those of on-momentum muons both because ωc is momentum

dependent and because the tunes are momentum dependent. The linear dependence of the
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tunes on (∆p/p0) is called the chromaticity, defined such that [54]

Qx/y (
∆p

p0

) = Qx/y +Q
′
x/y ⋅ (

∆p

p0

) , (3.15)

where Q′
x/y

is the x or y chromaticity. Correctly calculating the x and y chromaticities

requires moving beyond the idealized assumptions used in this section. The relative spread

in betatron frequencies is the same order of magnitude as the momentum spread, i.e. a 0.1%

momentum spread leads to a betatron frequency spread on the order of 0.1%.

To summarize, muons in the E989 storage ring will undergo simple harmonic motion

about their equilibrium orbits with oscillation frequencies determined by the quadrupole

field index, n. Muon equilibrium positions are all centered vertically in the quadrupole

potential, but their radii are momentum dependent. High-momentum muons are stored at

larger radii and have smaller cyclotron frequencies. The spread in equilibrium radius also

depends on the quadrupole field index. Stronger quadrupole fields defocus the beam and

push off-momentum muons farther from the center of the storage region. Individual stored

muons undergo oscillations of the form

y(t) = Ay cos (Qyωct − φy) , (3.16)

x(t) = xeq +Ax cos (Qxωct − φx) , (3.17)

Qy =
√
n +O (

∆p

p0

) , (3.18)

Qx =
√

1 − n +O (
∆p

p0

) . (3.19)

More information regarding muon dynamics in the storage ring can be found in the refer-

ences [37, 54–57].

3.3.2 Differential Decay

The stored muon momentum spread results in a range of decay lifetimes in the laboratory

reference frame. Time dilation dictates that the observed lifetime will be γτµ, where τµ is the

muon lifetime of about 2.2µs [5]. Neglecting the ppm level changes in velocity, γ is directly
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proportional to the momentum, p. As low-momentum muons are likely to decay earlier,

the average stored muon momentum increases over time. The equilibrium storage radius is

proportional to momentum, so the average storage radius also increases over time. Positron

drift times correspond to phase offsets in the observed precession signal, and drift times

increase with increasing distance between the calorimeter and the muon decay vertex. Thus,

as low-energy muons decay and the average beam position moves outward, the observed

precession phase changes. This phenomenon is referred to as differential decay and is exactly

the sort of early-to-late effect discussed earlier that can bias the ωa measurement.

To obtain an estimate for the size of this bias, consider an initial momentum distribution

of the form ρ0(p) with mean p0 normalized such that ∫ ρ0(p)dp = 1 and ∫ (p−p0)ρ0(p)dp = 0.

Over time, the distribution will distort according to ρ(p, t) = e−t/(γτµ) ⋅ ρ0(p). Or, written

entirely in terms of momentum, p, ρ(p, t) = e−tmµv/(pτµ) ⋅ ρ0(p). This distortion comes from

low-momentum muons decaying more quickly than high-momentum muons, and it will cause

the stored population’s average momentum to change over time. This change is given by

⟨∆p⟩(t) = ∫
(p − p0) ⋅ ρ(p, t)dp

∫ ρ(p, t)dp
. (3.20)

The storage ring can only accept muons within a narrow momentum range, so ρ0(p) must

be nearly 0 when (∆p/p0) is larger than a few tenths of a percent. Thus, in the following

calculation, (∆p/p0) can be treated as small. Expanding the exponential about p0,

ρ(p, t) = e−tmµv/(pτµ)ρ0(p)

= e−tmµv/(p0τµ) [1 +
tmµv

p0

(
∆p

p0

) +O (
∆p

p0

)

2

]ρ0(p)
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Then, calculating the average momentum shift versus time,

⟨∆p⟩(t) =
∫ (p − p0) [1 + tmµv/(τµp2

0) (p − p0) +O (
∆p
p0

)
2
]ρ0(p)dp

∫ [1 + tmµv/(τµp2
0) (p − p0) +O (

∆p
p0

)
2
]ρ0(p)dp

⟨∆p⟩(t) ≈
tmµv/τµ (σp/p0)

2

1 +O (σp/p0)
2

⟨∆p⟩(t) ≈ t ⋅
mµv

τµ
(
σp
p0

)
2

.

Expressed as the derivative of average momentum with respect to time,

d⟨p⟩

dt
=
mµv

τµ
(
σp
p0

)
2

. (3.21)

So, to leading order, the stored beam’s average momentum increases linearly in time. The

rate of change scales quadratically with the relative momentum width.

Assuming a stored momentum width of 0.15%, the differential decay effect results in a

25 ppm average momentum shift over a 700µs muon fill. This is approximately 100 keV/c,

or in terms of equilibrium radius, about 200µm. These are small numbers compared to the

average momentum and radius of 3.09 GeV/c and 7.112 m, but they must be considered in

the context of the precession measurement’s 70 ppb total systematic uncertainty budget. Any

momentum dependence of the precession phase will directly bias the observed frequency:

∆ωa
ωa

= −
1

ωa

d⟨p⟩

dt
⋅
d⟨φ⟩

d⟨p⟩

= −
mµv

ωaτµ
(
σp
p0

)
2

⋅
d⟨φ⟩

d⟨p⟩
. (3.22)

As mentioned, the observed phase will have some momentum dependence from the positron

drift times. Tracking simulations report that the average drift time changes by less than

1 ns per 10 MeV change in the average stored momentum. Using the above equation, and

again assuming a 0.15% momentum width, the frequency bias from changing drift times

alone will be less than 10 ppb, a small and likely negligible contribution. However, a nonzero

d⟨φ⟩/⟨p⟩ may also arise from the phase evolution that occurs along the injection beamline.



63

A 1 mrad/MeV shift in the average phase per average momentum would cause a 70 ppb

frequency bias. Detailed beamline simulations are necessary to evaluate the size of the

effect, which may not be negligible for the final E989 analysis. An alternative discussion

of the differential decay systematic error including the tracking simulation referenced above

can be found in the internal E989 note by Metodiev et al. [58].

3.3.3 Muon Losses

Not all muons will remain stored until they decay. Some will inevitably be lost from the

ring during the precession measurement. This could occur, for example, if a muon with

a large betatron amplitude oscillates out of the storage region and scatters off an object

such as a beam collimator. Betatron oscillations can be driven to larger amplitudes by field

nonuniformities. Muon losses do not intrinsically bias the precession frequency measure-

ment, although they do complicate the fitting procedure by distorting the observed hit time

spectrum. Biases can occur, however, if the loss probability is correlated with the precession

phase at injection time. Consider, for example, muons produced by pion decays in the target

station before pion momentum selection. These muons will have a different average spin

direction than those produced after pion momentum selection and also may have different

average injection angles and position offsets. If these muons are more or less likely to be

lost than the muons produced along the M2 and M3 lines, the stored muon population’s

average phase will change over time. This reasoning applies generally to muons produced at

different locations along the injection beamline, and, again, careful beamline simulations are

conducted to determine the degree to which muon losses result in a time dependence of the

stored muon population’s phase [59].

3.3.4 Beam Debunching and Fast Rotation

The five-parameter fit model implicitly assumes that stored muons are uniformly distributed

in azimuth. This is in fact not the case. Muons are injected through the inflector channel,

which is at a fixed location. The temporal extent of the injection is less than one cyclotron
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period, and the particle intensity varies throughout the injection pulse. The result is a

spatially localized beam bunch that travels around the storage ring. Only detectors near the

bunch at a given time will observe positron decays; event rates at each detector vary with

the cyclotron period. Within the E989 collaboration, this effect is called fast rotation. It is

the highest physical frequency present in the detector signals, where physical means not an

artifact of the readout electronics.

To develop some intuition, consider an injection pulse narrow enough in time to be treat-

able as a delta function. In this case, at the injection time t = 0, the beam is localized

to a single azimuthal location. The pulse will be allowed a finite momentum width and,

correspondingly, will have a range of cyclotron frequencies. This range of frequencies will

cause the beam to spread out over time, and eventually the highest frequency muons at

the head of the bunch will catch up to the lowest frequency muons at the tail. After many

orbits, the beam will become more or less uniformly distributed in azimuth. This process is

called debunching. Although the cyclotron and spin precession frequencies are momentum

dependent, as discussed in Chapter 2 the anomalous precession frequency, ωa, is not momen-

tum dependent. Thus, the ωa signal remains coherent even as the muons spread uniformly

throughout the storage ring.

Beam debunching can be described mathematically in the following way. The cyclotron

frequency distribution will be represented by a density function, ρ(ω). The density of muons

at an azimuthal location φ at time t, N(φ, t), is the sum of the density of muons that arrive

at azimuth φ at time t on their first turn around the ring and the density that arrive there

on their second turn and the density that arrive there on their third and so on. Labeling the

turn number with n, and assuming all muons are localized at φ = 0 at t = 0:

N(φ, t) =
∞

∑
n=−∞

∫ ρ(ω)δ(ωt − 2πn − φ)dω.

This equation can be rewritten with the delta function expanded about its 0 and in terms

of ω′ = ω − φ/t to give

N(φ, t) =
1

t ∫
ρ(ω′ +

φ

t
)

∞

∑
n=−∞

δ (ω′ − n
2π

t
)dω′. (3.23)
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Writing the equation in this way reveals the structure ∑
∞
n=−∞ δ (ω

′ − n2π/t), a Dirac comb

with period 2π/t. Expressing the Dirac comb as a Fourier series and changing the integration

variable back to ω yields the equation

N(φ, t) =
1

π

∞

∑
n=1
∫ ρ(ω) cos [n(ωt − φ)]dω +

1

2π ∫
ρ(ω)dω. (3.24)

The above form reveals the debunching behavior. Consider, for example, the φ = 0

position. At t = 0, all the cosine terms will equal one and the sum will diverge, in accordance

with the input to this model that the beam begins with a delta function density in azimuth.

At later times, the cosine terms begin to go out of phase for different values of ω. At very late

times, the value of the cosine argument varies rapidly with changing ω, and the first integral

will tend to cancel for all values of n. This leaves only the second term, which is uniform

in φ. See Figure 3.3 for an example of how this might look at three different azimuthal

locations. This debunching signal, N(φ, t), is called the fast rotation signal.

The frequency components of the injected beam determine the fast rotation signal’s

structure. The process can be inverted to extract the frequency distribution—and thus the

momentum and equilibrium radius distributions—from the measured fast rotation signal.

As will be discussed later, this fast rotation analysis is a critical piece of the precession

frequency measurement. There are two independent fast rotation analysis methods currently

being pursued within the E989 collaboration. One is to discretize the frequency distribution

and, with the value of each frequency component as a free parameter, fit the observed fast

rotation with a χ2 minimization routine. The second is to directly project out the frequency

components of the fast rotation signal with a Fourier transform. Each of these techniques has

its own systematic issues and challenges; agreement between them is an important control.

The details of the fast rotation analysis will not be described here, but they can be found in

the references [60–62].

It must be noted that the beam delivered by FNAL to the E989 experiment is far from

the delta function limit—it extends over approximately 120 ns. The above treatment can

be extended to a more general case by replacing the frequency density function with a joint
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Figure 3.2: N(φ, t), as described in the text, for three different values of φ. At early times,
the beam is tightly grouped and appears only once per cyclotron period. The slow spreading
of the bunch is evident in the decreasing peak density on each subsequent turn. As one
would expect, when the beam is tightly bunched it passes different azimuthal locations at
different times. At later times, the bunch has overlapped itself and the distribution is mostly
uniform. A full g − 2 fill is thousands of turns; the debunching effect is predominant only
early on. In this illustration, ρ(ω) is a Gaussian with a relative width of 0.15%.
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density function ρ(ω, t0), where t0 is the muon injection time. The integrals would then

be taken over both ω and t0. The qualitative behavior, however, is largely unchanged. It

is still true that the frequency components of the injected beam determine the debunching

structure. It is an active effort in the E989 collaboration to determine how to robustly extract

the frequency components of the injected beam from the measured fast rotation signal.

3.3.5 Coherent Betatron Oscillations

Calorimeters are sensitive to betatron oscillations. The probability that a decay positron

will hit a calorimeter, the calorimeter acceptance, depends on the muon decay position. The

average acceptance at a given time, then, depends on the distribution of muon positions

at that time. In general, the overall acceptance depends on the mean, width, and higher

moments of the muon beam. If all muons had random and uniformly distributed betatron

phases, each muon oscillating one way would have a corresponding muon oscillating the other

way. The moments of the spatial beam distribution, and thus the calorimeter acceptance,

would then be constant. However, the injection process—particularly having the inflector

exit at a large radial offset and the kick that occurs on the first turn around the ring—does

not leave the muons with random, uniformly distributed betatron phases. For example, an

imperfect kick will leave the beam as a whole offset from the center of the storage ring,

causing its mean position to oscillate. This coherent motion of the beam in the radial

direction, specifically its observation at a fixed azimuthal position, is called coherent betatron

oscillation, or CBO.

The observed CBO frequency is not equal to the horizontal betatron frequency. To see

why, consider, for simplicity, a group of mono-energetic muons that are tightly bunched

longitudinally. The simplest version of this would be a single muon. Let x be some quantity

of the muon beam that oscillates in time sinusoidally such that x(t) = cos(ωxt). This quantity

could be the mean horizontal or vertical position of the distribution, the width, or anything

that oscillates and can be measured by a detector. If there is a detector placed at a well

defined azimuthal position, such as a calorimeter, it will sample the muon distribution once
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per cyclotron period and collect a set of measurements mi = cos(2πiωx/ωc). (In reality, each

calorimeter samples a range of azimuth, but the key is that a given calorimeter only looks

at a fixed slice of the ring and does not see the whole beam.)

The set of measurements mi is not sufficient to determine ωx because the same set of

measurements would be produced by oscillations of the form x(t) = cos [(kωc − ωx)t] where

k is any integer. The smallest of these frequencies, the one where k is closest to ωx/ωc, is the

observed frequency. This effect is called aliasing, and it applies to any discretely sampled

signal. The different frequencies (kωc − ωx) are aliases of ωx.

The observed frequency will only be the single muon oscillation frequency, ωx, if ωx < ωc/2.

In the specific case of horizontal betatron motion, ωx is about 0.9 to 0.95 times ωc, so k = 1

and the observed frequency, ωCBO, is equal to (1 −
√

1 − n)ωc. The beam width’s oscillation

also has components at 2ωx. In that case, k = 2 and the observed frequency is 2ωCBO. The

vertical oscillation frequency, ωy, is less than ωc/2 and thus is observed in fixed-position

detectors as ωy, unchanged. The components of the vertical width oscillation at 2ωy, which

dominate, are greater than ωc/2 and are observed as ωvw = ωc − 2ωy. The vw subscript refers

to the common name of this frequency, the vertical waist. The vertical waist is where the

beam’s vertical width is at a minimum; this minimum travels around the ring periodically

at the vertical waist frequency.

Consider now another detector separated from the first one in azimuth by an angle ∆φ. It

samples the tightly bunched muons at times ti = 2πi/ωc+∆φ/ωc, ∆φ/ωc being the time it takes

for the muon bunch to travel from the first detector to the second. The oscillation amplitude

and frequency seen by the second detector must be the same as that seen by the first, but

the phase could be different. So, one can write the oscillation seen by the first detector as

D1(t) = cos(ωCBOt) and the oscillation seen by the second as D2(t) = cos(ωCBOt + δ). To

solve for δ, one can use that the oscillation seen by the detector and the true oscillation must

match at the times when the detector samples the muons. Enforcing this condition at t = 0
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gives:

cos(ωCBO∆φ/ωc + δ) = cos(ωx∆φ/ωc)

ωCBO∆φ/ωc + δ = ±ωx∆φ/ωc.

The − sign in the previous equality must be chosen in order to match at all ti. Continuing,

δ = −∆φ/ωc(ωx + ωCBO), ωCBO = kωc − ωx

δ = −k∆φ,

where k is the alias label described previously.

The phase difference in the oscillation seen by two detectors separated by ∆φ depends

on both the azimuthal separation and k, while k in turn depends on the ratio ωx/ωc. Figure

3.3 illustrates this effect for four different combinations of ωx/ωc and ∆φ of relevance in

E989. The CBO oscillations, for which k is one, will be out of phase for detectors on

opposite sides of the ring. One might expect this would lead to a cancellation when the

signals from all detectors are combined. While this is partially true, slight differences in

overall acceptances between calorimeters, caused in part by the differing intervening objects

between the detectors and the storage region, prevents this cancellation from being perfect.

The CBO frequency is present in the observed positron hit time spectrum even after summing

the signals from all calorimeters.

Coherent betatron oscillations do not directly bias the precession frequency. They do,

however, necessitate adjustment of the five parameter fit model. The CBO oscillations

modulate the overall calorimeter acceptance at the percent level. As there is a range of

frequencies originating from the beam’s momentum spread, the coherent oscillations decrease

over time. Additionally, the dependence of the acceptance on the muon decay position is not

the same for positrons of different energies. This leads to a distortion of the observed energy

spectrum at ωCBO, which in turn modulates the observed anomalous precession asymmetry

and phase. There is a similar, though smaller, effect from the vertical waist. To trust

the ultimate precession frequency fit to data, these effects must all be well understood and
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Figure 3.3: In all plots, the black curve shows the single muon oscillation frequency, the blue
dots and red curve show the observations made by one detector, and the purple dots and
green curve show the same for another detector at a different position around the ring. Top
Left : Horizontal betatron frequency with two detectors separated by ∆φ = π. Here k is 1
and the two signals are exactly out of phase. Top Right : Vertical betatron frequency with
two detectors separated by ∆φ = π. Here k = 0 and ωx/ωc < 1/2, so the observed frequency
is equal to the true frequency and both signals are perfectly in phase. Bottom Left : Twice
the horizontal betatron frequency with two detectors separated by ∆φ = π. This frequency is
noteworthy because the higher moments of the muon beam distribution have an oscillation
at twice the betatron frequency. k = 2 here, so two detectors separated by ∆φ = π have
signals exactly in phase. Bottom Right : Same as Bottom Left except the two detectors are
separated by ∆φ = π/2. Now the signals are exactly out of phase.
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Table 3.1: Frequencies expected in the positron hit time histogram. Values are taken from
E989 Run 1 and correspond to a quadrupole field index, n, of 0.107.

Name Symbol Typical value

Cyclotron frequency fc 6.71 MHz

Anomalous precession frequency fa 0.23 MHz

Coherent betatron frequency fCBO 0.37 MHz

Vertical betatron frequency fy 2.19 MHz

Vertical waist frequency fVW 2.32 MHz

included in the fit model. See Table 3.1 for typical values of these frequencies in the E989

experiment.

3.3.6 Electric Field and Pitch Corrections

The expressions used to now for aµ in terms of the anomalous precession frequency and

the magnetic field require modification in the presence of betatron motion and quadrupole

electric fields. A more complete expression—assuming a perfectly uniform magnetic field

and no muon electric dipole moment (EDM)—is [1, 37]

ω⃗s − ω⃗c ≈ ωa =
e

m
[aµB⃗ − aµ (

γ

γ + 1
)(β⃗ ⋅ B⃗) β⃗ − (aµ −

1

γ2 − 1
)
β⃗ × E⃗

c
] . (3.25)

The first term in the above equation provides the simple expression for aµ in terms of

the magnetic field; this first term was used to derive Equation 2.5. The second term is a

correction arising from muon motion parallel to the magnetic field. As individual muons

undergo betatron motion in the vertical direction, this correction will not in general be 0.

The third term, mentioned earlier, is the electric field correction that motivates the choice

of 3.094 GeV/c for the ring momentum. Recall that for this momentum 1/(γ2 − 1) = aµ, and

the third term vanishes. The beam’s finite momentum width, however, leads to a nonzero

bias despite this momentum choice. Neither of these effects is negligible in E989; they are
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each a few 100 ppb. The measured value of ωa must be corrected for these biases before it

can be used to determine aµ.

First, consider only the (β⃗ ⋅ B⃗)β⃗ term. Recall that the calorimeters are sensitive to the

rate of change of the angle between the muon spin and the muon momentum. Thus, the

relevant component of the precession frequency is the one perpendicular to β⃗. (β⃗ ⋅ B⃗)β⃗

provides corrections to ωa that are parallel to β⃗ and are proportional to (β⃗ ⋅ B⃗), which

changes sign as the muon undergoes vertical betatron oscillations. The vertical betatron

frequency is almost ten times faster than the anomalous precession frequency, so the effect

of these ω⃗a components parallel to B⃗ tends to average to 0 over any given precession period.

The vertical oscillations do, however, reduce the size of the perpendicular component of ωa

according to

ωa,⊥ =
e

m
aµB cos(ψ), (3.26)

where ψ, the pitch angle, is the angle between the muon momentum and the plane of the

storage ring. ψ is generally small, on the order of milliradians. Expanding to leading order

in ψ and averaging over the muon population,

⟨
∆ωa
ωa

⟩
pitch

= −
⟨ψ2⟩

2
. (3.27)

The observed precession frequency is lowered by the vertical betatron motion of the beam.

This effect is commonly called the pitch correction. The pitch angles in the ring cannot be

directly measured, but they can be related to the vertical betatron amplitudes. For small

angles, ψ = vy/vz = vy/(ωcR0). Using this relation and the solutions to the equations of

motion found in Section 3.3.1,

ψ =
1

ωcR0

dy

dt
,

⟨ψ2⟩ =
n

R2
0

⟨y2⟩. (3.28)

The pitch correction is then related to the vertical beam distribution, which can be measured

by tracking detectors and cross checked with simulations. The overall pitch correction in
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terms of the vertical beam distribution is

⟨
∆ωa
ωa

⟩
pitch

= −
n ⟨y2⟩

2R2
0

. (3.29)

The systematic uncertainty from the pitch correction is not the pitch correction itself, which

can be determined using the above equation, but the uncertainty of that correction, which

is driven by the imperfect knowledge of the stored beam’s vertical distribution.

Next, consider the β⃗ × E⃗ term. The dominant component here is the βzEr term, which is

in the vertical direction, parallel to the leading term in the expression for ωa. Isolating this

term, and using the relation γ2 − 1 = β2γ2, the shift in the observed precession frequency is

(
∆ωa
ωa

)
E

= −
βzEr
Byc

(1 −
1

aµβ2γ2
) .

To further simplify this, remember that the design momentum of the ring is such that

1/a2
µ = γ2

0 − 1. Additionally, without much loss of accuracy, one can expand γ about the

design value and treat β as unchanging over this range of γ. Doing so yields

(
∆ωa
ωa

)
E

= −
2βEr
Byc

(
∆p

p0

) . (3.30)

This shift in the observed precession frequency is called the electric field correction.

Examining this equation, one finds the only terms that vary much from one muon to

another are Er and (∆p/p0). The product of these determines the sign of the correction. In

the idealized version of E989, the ring is constructed such that muons with momentum p0

sit exactly in the center of the quadrupoles, where Er = 0. Remember also that a muon’s

equilibrium radius is proportional to its momentum. Muons with momenta higher than p0

will sit at slightly higher radii, where Er is positive. For them, the product Er(∆p/p0) is

positive. Muons with momenta lower than p0 will sit at lower radii, where Er is negative. For

them, the product in question is also positive. So, studying the above equation, it appears

that for an ideally constructed E989 experiment, the sign of the electric field correction is

decidedly negative for all muons other than those with momentum exactly equal to p0, which

receive no correction.
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Consider now the case where the quadrupole plates are slightly misaligned such that the

center of their potential, where Er = 0, is not at the equilibrium radius of design-momentum

muons. Now there are two important radii to consider: the one where Er = 0, and the

equilibrium radius of design-momentum muons. In the region between these two radii, the

electric field correction is positive. Everywhere else, it is negative. The average electric field

correction over the entire muon population is sensitive to quadrupole plate misalignments.

The radial electric field is a function of x, the displacement from the center of the storage

region. The average radial electric field felt by a single muon is related to that muon’s

average radial coordinate—namely its equilibrium radius. Equation 3.13 shows that (∆p/p0)

is also related to the equilibrium radius. Equation 3.30 can be rewritten entirely in terms

of muon equilibrium radii. To do so, however, one must keep in mind that the equilibrium

radius is related to the deviation from the momentum stored at the center of the quadrupole

potential, not the deviation from the design momentum. Equation 3.30, however, is in terms

of deviation from the design momentum. To make all necessary substitutions, one needs

an additional variable, pr, which is the momentum stored at the center of the quadrupole

potential. Doing the requisite algebra, and using the definition of the field index, n, from

Equation 3.10,

(
∆ωa
ωa

)
E

= −
2β2n(1 − n)

R2
0

(x2
eq − xeq

R0

1 − n

p0 − pr
pr

) . (3.31)

In the above equation, multiplicative factors of pr/p0 have been dropped. Any quadrupole

misalignment could not be larger than a few mm at most, making these terms per mille

perturbations to an order ppm correction. In Equation 3.31, xeq is relative to the center

of the quadrupole potential, not the center of the ring. Starting with the ideal case where

p0 − pr = 0, after averaging over the muon population the total electric field correction is

⟨
∆ωa
ωa

⟩
E

= −
2β2n(1 − n)

R2
0

⟨x2
eq⟩, (3.32)

⟨
∆ωa
ωa

⟩
E

= −
2β2n(1 − n)

R2
0

(⟨xeq⟩
2 + σ2

xeq) (3.33)

The size of the electric field correction is determined by the distribution of equilibrium

radii, which is extracted from the fast rotation analysis discussed earlier. As with the pitch
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correction, the contribution to the E989 error budget is not the electric field correction

itself, but the correction’s uncertainty. The correction’s uncertainty has components from

the uncertainty of the equilibrium radius distribution and also from the uncertainty of the

quadrupole alignment.

Moving beyond the ideal case, p0 − pr could be nonzero for at least two reasons. One

reason is quadrupole misalignment. If the center of the quadrupole potential were moved by

a distance h, the expression for the electric field correction would become

⟨
∆ωa
ωa

⟩
E

= −
2β2n(1 − n)

R2
0

(⟨x2
eq⟩ + ⟨xeq⟩

h

1 − n
) . (3.34)

Uncertainty in the quadrupole alignment couples linearly with an offset in the equilibrium

radius distribution.

Another reason could be that the quadrupoles are perfectly aligned, but the ring’s mag-

netic field is changed. The magnetic field is controlled precisely enough that this could

not happen accidentally at any appreciable level, but it may be changed deliberately for

systematic tests. In that case,

⟨
∆ωa
ωa

⟩
E

= −
2β2n(1 − n)

R2
0

(⟨x2
eq⟩ + ⟨xeq⟩

R0

1 − n

∆B

B0

) . (3.35)

Fast rotation analysis of 2018 data revealed that the equilibrium radius distribution is not

centered at xeq = 0. Without any adjustments, a non-centered equilibrium radius distribution

can increase the size of the electric field correction considerably. The above equation shows,

however, that this increase can be countered by reducing the storage ring’s magnetic field.

See Figure 3.4. In general, the smallest uncertainty in the electric field correction can be

achieved when the beam is centered in the quadrupole potential and the quadrupole potential

is aligned to design-momentum muons. In this case, uncertainties in the beam distribution

have minimal impact on the correction.

The electric field and pitch corrections are required adjustments to the measured pre-

cession frequency. The corrections themselves combine to approximately 700 ppb [37]. The

size of these corrections is related to the transverse distribution of the beam, specifically the
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Figure 3.4: The electric field correction for an off-center beam. In each graph, the red curve
is the electric field correction as a function of equilibrium radius, the blue curve is the stored
beam’s equilibrium radius distribution, and the yellow curve is the product of the two. The
integral of the yellow curve is proportional to the average electric field correction. The
left plot shows the situation where the magnetic field is tuned such that design-momentum
muons orbit at the center of the quadrupoles. The right plot shows the situation where the
magnetic field has been reduced—design-momentum muons now orbit at the dashed line.
In the case of an off-center equilibrium radius distribution, the size of the correction can be
reduced by changing the storage ring’s magnetic field.

radial distribution for the electric field correction and the vertical distribution for the pitch

correction. Measuring these transverse distributions is a critical component of the precession

frequency measurement. The uncertainty of these corrections comes from how well the beam

distributions can be known, as well as from uncertainty in the alignment of the quadrupole

plates. The combined E989 error budget for the electric field and pitch corrections is 30 ppb.

3.4 Systematic Effects from Detectors

In the laboratory reference frame, positrons from muon decay are produced according to the

probability density function given in Equation 2.12. The functions N(E) and A(E) can be

calculated theoretically. The quantities E and t, however, can never be observed. Rather,

the calorimeters report detected energies and hit times that necessarily differ somewhat from

the pure, decay-time quantities. If the detection process transforming the pure quantities

into measured quantities varies over a muon fill, systematic biases can arise. Such effects
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could be rooted in detector hardware, software, or both. The primary known detector effects

of concern are pileup, also called detector dead time, and gain instability, which is a time-

dependent shift of the conversion factor from positron energy to detected energy. This section

describes these effects and how they can bias the measured precession frequency.

3.4.1 Pileup

Pileup is the term for when two or more particles impact a detector so close in time that

only one hit is recorded. This hit is generally recorded with an energy close to the sum

of the energies of the unresolved hits. See Figure 3.5 for an example. The maximum time

separation below which distinct hits cannot be resolved is called the detector dead time.

A nonzero detector dead time distorts the measured positron spectrum and modifies the

observed asymmetry, phase, and normalization. For example, in the presence of pileup,

events reconstructed as 2 GeV positrons are really a combination of 2 GeV positrons and

pairs of smaller energy pulses that happen to add to 2 GeV. These smaller energy pulses

have different phases and asymmetries than true 2 GeV positrons.

If pileup did nothing other than change the normalization, asymmetry, and phase ver-

sus detected energy, it would not be a concern in the precession frequency analysis. The

distortions, however, are time dependent. To see why, consider a time window of width

∆t immediately following a detected pulse. If ∆t is small compared to 1/r, where r is the

average hit rate over the time window, then the probability another hit will fall inside the

time window is approximately equal to r∆t. If ∆t is the detector dead time, which in E989 is

always small compared to the inverse rate, then another pulse falling inside the time window

is a pileup pulse. It will not be distinguished from the first pulse, and a single combined

pulse will be recorded. Therefore, the probability a given pulse will be a pileup pulse is

approximately equal to r∆t, where r is the instantaneous hit rate and ∆t is the detector

dead time. As r(t) is the overall pulse rate as a function of time, the rate of pileup pulses

over time is

rpu(t) ≈ r
2(t)∆t. (3.36)
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The overall hit rate in the absence of pileup is r(t), and the rate of pileup pulses is r2(t)∆t.

r(t) decreases over a fill as the stored muons decay, so the size of the pileup perturbation

decreases as well. This time dependent perturbation of the observed positron distribution

parameters, especially the phase, will bias the precession measurement if uncorrected. The

size of the perturbation can be decreased by either reducing the detector dead time or

reducing the rate of positron hits. For this reason, the E989 calorimeter was engineered to

have as small a dead time as possible; its dead time is less than 5 ns. On the other hand,

a great effort was expended to optimize the beam injection into the E989 storage ring and

increase the number of stored muons per fill. Doing so raises the positron hit rate and makes

the pileup perturbation larger. The size of the pileup perturbation’s precession frequency

bias will be estimated in section 3.5. The E989 pileup error budget is 40 ppb.
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Figure 3.5: A digitized trace recorded as two electron pulses impact a prototype E989
calorimeter during a test beam experiment, reproduced from [63]. Dashed lines show the
traces that would have been recorded had either pulse arrived individually. As the pulse
waveforms move closer together, they merge into a single, ill-defined pulse. Depending on
the reconstruction routine, this event may be reconstructed as two pulses or a single, larger
energy pulse. The latter case would be pileup.
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3.4.2 Gain Changes

Gain is a conversion factor between the physical energy deposition in a calorimeter and the

quantifiable detected signal. A quantifiable detected signal could be an amount of charge

collected, an ADC value, or whatever physical value is recorded following a calorimeter pulse.

Typically, through a calibration procedure, the gain is measured so the detected signal can be

converted back into physical energy units, such as MeV. At first approximation—for a given

configuration of settings—the gain is a fixed property of a detector. In reality, however, the

gain can vary with external factors such as temperature and hit rate. Temperature variations

occur over time scales much longer than a single muon fill, so it is gain variation with hit

rate that is liable to cause a precession frequency systematic bias.

The muon decay lifetime in the E989 storage ring is about 64µs, and decays are observed

over 700µs fills. A fill lasts about 11 decay lifetimes; throughout a fill, the rate of muon

decays drops by five orders of magnitude. For example, if there were 10,000 muons present

at the beginning of a fill, the instantaneous rate of decays in the ring at t = 0 would be about

160 MHz. 700µs later, the instantaneous rate of decays would be about 3 kHz. Care must

be taken to account for any changes in detector gain that occur as a result of these large

rate changes.

The pernicious effect of time-in-fill dependent gain changes is most easily understood in

the context of a T-Method analysis. As a reminder, a T-Method analysis histograms the

hit times of positrons above a certain energy threshold. Neglecting systematic effects, the

resulting histogram will on average follow the form given in Equation 2.17. The parameters

N , A, and φ depend on the chosen energy threshold. If there are uncorrected, repeatable

detector gain shifts over the course of a fill, the energy threshold will effectively change. A

decreased gain is equivalent to a higher energy threshold. Thus, the parameters N , A, and

φ become time dependent. As has been shown, phase shifts bias the observed precession

frequency. Additionally, the assumed fit function will be generally incorrect in the case of

time dependent N , A, and φ.
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Other analysis techniques, such as energy-binned and asymmetry-weighted analyses, are

also susceptible to changing gains. The size and sign of the precession frequency bias can be

different between these different procedures. These differences will be explored and quantified

in section 3.5. The differing effects of gain changes pileup in different analysis procedures

is a strong point in favor of applying numerous analysis techniques to the E989 data and

demanding agreement. The E989 uncertainty budget for changing detector gains is 20 ppb.

To achieve this target, systematic gain changes over the 700µs long muon fills must be

controlled to the sub-per-mille level [37].

3.5 Estimation of Detector-Based Systematic Biases

The sizes of the precession frequency biases from pileup and gain changes can be estimated

using a toy Monte Carlo study. The starting point for this study is a joint probability density

function ρd(E, t), where E and t are the detected energy and time rather than pure energy

and time. Under certain approximations, the form of this function is identical to 2.12 except

that φ becomes a function of E. The functions A(E) and N(E) in reference to detected

energy and time are different from the theoretical distributions, which are in terms of the

pure decay quantities. To transform from the theoretical distributions to what would be

observed at a detector, detector resolution, energy dependent acceptance, and drift time

must be considered. In this study, ρd was calculated under the following assumptions:

• Calorimeter resolution is piecewise defined to be a Gaussian distribution with mean E

and a relative width of 1.5%+4.5%/
√
E/GeV , summed in quadrature, for Ed > E−σ(E)

and an exponential tail for Ed <= E −σ(E). The parameters of the exponential tail are

chosen to enforce that the resolution function is continuous and has a continuous first

derivative σ(E) is the standard deviation of the Gaussian distribution described above.

This model is consistent with the test beam measurements described in section 4.3.

• Acceptance increases linearly from 0 to 75% over the range from 0 MeV to 2350 MeV

and then remains flat. No time dependence is considered. This model qualitatively
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agrees with the acceptance extracted from Geant4 simulations [64].

• The drift time distribution is approximated as a delta function at the mean drift time

for a given energy. The mean drift time for a given energy decay positron is taken from

Geant4 simulations.

• Leading order theoretical equations for N(E) and A(E) are used.

Using the models described above, one obtains a decay density function in terms of

detected quantities:

ρd(E, t)∝ e−t/(γτµ)Nd(E) [1 +Ad(E) cos(ωat − φd(E))] . (3.37)

The d subscripts indicate that these functions apply to the detected energy and time and

are not the theoretical A and N functions appearing in Equation 2.17.

For a dataset of N muons, N ⋅ ρd(E, t)∆E∆t gives the expected number of events in a

two-dimensional energy, time histogram bin centered at E, t with energy bin width ∆E and

time bin width ∆t. Datasets of any size can be emulated using this distribution. Fluctuations

in bin contents will obey Poisson statistics. The toy Monte Carlo procedure employed here

is:

1. Create a two-dimensional energy and time histogram.

2. Set each bin content to Nmuons ⋅ ρd(E, t)∆E∆t, where ∆E and ∆t are the energy and

time bin widths and E and t are the central energy and time of the bin.

3. If desired, include statistical fluctuations by changing each bin content by a random

number drawn from a Gaussian distribution with mean of 0 and width of the square

root of the bin content.

4. Replace each bin content with the closest integer.



82

5. Generate T-Method, asymmetry-weighted, energy-weighted, and other ωa analysis ori-

ented histograms through operations on this two-dimensional histogram.

This procedure is accurate provided the bin widths are small compared to the rate of change

of the asymmetry, number, or phase with respect to time or energy. Additionally, statistical

fluctuations can only be modeled with Gaussian distributions if bin contents are not too

small. The dataset emulated here had 2.3 × 1012 stored muons at t = 0, which corresponds

to 1.6 × 1011 detected positrons over 1.86 GeV after 30µs. Bin widths were 149 ns in time

16.5 MeV in energy. All fits began at 30µs.

3.5.1 Estimated Size of the Bias from Gain Perturbations

This toy Monte Carlo procedure can produce an estimated size of the precession frequency

bias from changing gains. It is convenient to define a gain function g(t) in the following way:

if a positron would be measured with energy E absent gain perturbations, the measured

energy with gain perturbations, Ep, is g(t) ⋅E. So, g(t) = 1 corresponds to an unperturbed

gain and g(t) < 1 denotes that measured energies are lower than they should be. Typically,

gain perturbations will be small—on the order of 1 per mille—so g(t) can be expressed as

1 + δg(t) where δg(t) is a small parameter.

In an energy-binned approach, gain perturbations shift positron hits from one energy bin

into another. As each bin has its own phase, asymmetry, and normalization, gain changes

over the course of a fill cause phase, asymmetry, and normalization shifts that bias ωa,

potentially in a different way for each energy bin. In a T-Method analysis, gain changes are

equivalent to a time dependent energy threshold and thus the derivative of the T-Method

N , A, and φ with respect to energy threshold determine the T-Method sensitivity to gain

shifts. In an asymmetry-weighted analysis, changing gains change the way positrons of a

given energy are weighted in the histogram. To determine the effect of gain perturbations on

these different ωa analyses, gain perturbations of varying sizes are included in the emulated

datasets. So that the systematic effect caused by the gain perturbations can be isolated,



83

statistical fluctuations are not included. After generating a gain perturbed detected positron

distribution, T-Method, asymmetry-weighted, and energy-binned histograms are generated

and fit to extract ωa. The resulting ωa values are different from the true value; the difference

is the bias caused by the gain perturbations.

Knowing ρd(E, t), the unperturbed detected positron distribution, one can obtain the

gain perturbed positron distribution, ρgp(Ep, t). With ρd(E,p) normalized to 1, we have

1 =∬ ρd(E, t)dE dt, E =
Ep
g(t)

, dE =
dEp
g(t)

1 =∬
1

g(t)
ρd (

Ep
g(t)

, t)dEp dt.

Thus, the gain perturbed positron distribution function is

ρgp =
1

g(t)
ρd (

Ep
g(t)

, t) . (3.38)

The factor of 1/g(t) in front accounts for how shifting gains change not only which energy

bin a positron will be assigned to, they also change the width of each energy bin. For

example, with a 1% gain reduction, a 100 MeV wide bin becomes a 101 MeV wide bin. The

gain perturbed positron distribution is used to generate emulated datasets in the same way

described earlier. The g(t) function used in this study is of a double-exponential form based

on lab and test beam measurements [63,65]. The results are shown in Figure 3.6.

This study suggests that a 0.1% gain perturbation will create a systematic bias on the

order of 100 ppb, which is a result consistent with other similar studies [37, 66]. The gain

must then be corrected to 10−4 to reach the E989 systematic error target. The exact value

of the ωa bias depends on the fit start time in the g − 2 cycle, as well as the model used for

φ(E). Data-driven estimates of the gain perturbations and associated biases present in the

E989 Run 1 data will be presented in Chapter 6.

3.5.2 Estimated Size of the Bias from Pileup

The detected positron distribution will be distorted by unresolved pulse pairs that arrive

within the calorimeter dead time of one another. A realistic dead time to consider for



84

max gain perturbation [per mille]
2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

 b
ia

s 
[p

p
b

]
a

ω 

300−

200−

100−

0

100

200

300 T Method

asymmetry weighted

energy binned

Figure 3.6: ωa bias versus maximum size of gain perturbation for asymmetry-weighted, T-
Method, and energy-binned ωa analyses. Dashed lines are at ±20 ppb, the E989 systematic
error budget allotted for gain perturbations.

the E989 calorimeters is about 5 ns. It is useful to describe the pileup distorted positron

distribution, ρpu, as a sum of two components:

ρpu(E, t) = ρd(E, t) + δρpu(E, t). (3.39)

In the above equation, ρ(E, t) is the positron distribution without any pileup perturbations

and δρpu(E, t) is the dead-time-dependent distortion to the distribution. In addition, δρpu is

the correction you would have to subtract from a pileup contaminated positron distribution

to recover the unperturbed distribution. Uncorrected pileup effects can cause large ωa biases,

and different analysis procedures display different sensitivities to them. In this section, a

model for δρpu is presented and the relative pileup sensitivities of the T-Method, asymmetry-

weighted, and energy-binned ωa analyses are evaluated using that model. As double pileup is

the leading order effect, for simplicity the model described here considers only double pileup

effects, i.e. the effect of more than two pulses arriving within a single dead time window will

not be considered. However, the procedure that will be described can be adapted to include
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triple pileup effects, as discussed in Chapter 6.

The size of the pileup perturbation depends on the per-calorimeter per-fill hit rate and

the detector dead time. Let Nfill(E, t) be a rescaled version of ρd(E, t) that integrates to the

average number of positron hits in a single calorimeter in a single fill. Then, Nfill(E, t)dE

is the single calorimeter rate of positron hits at time t in an energy slice between E and

E + dE and ∫ Nfill(E, t)dE is the time dependent total hit rate for a single calorimeter. In

this study, the E989 design value of 16,000 stored muons at t = 0 is used, which corresponds

to a hit rate of about 3.5 MHz per calorimeter at t = 0. Nfill(E, t) can be used to generate

the time and energy dependent pileup perturbation.

For a dead time ∆t that is very small compared to τ and ωa, and assuming individual

decays are entirely independent from one another, the number density of pileup pulses in a

fill as a function of the energy of the first pulse, E1, the energy of the second pulse, E2, and

the time of the first pulse, t, is

Npu(E1,E2, t) ≡
d3Npu

dE1 dE2 dt
= ∆t ⋅Nfill(E1, t)Nfill(E2, t). (3.40)

In the above, Npu is a number of pileup pulse pairs and Npu is a number density with units

of one per energy squared per time.

To determine exactly how a pileup pulse pair will perturb the measured positron distri-

bution, one needs to know how the reconstruction procedure responds to two pulses within

the dead time window. A simple case considered here is that when faced with two pulses

of parameters E1, E2, and t as defined above, the reconstruction will report a single pulse

at time t with energy E1 + E2. Thus, the perturbation relative to the true spectrum will

include the loss of a count at (E1, t), the loss of a count at (E2, t), and the gain of a count

at (E1 +E2, t). Thus, the energy and time dependent double pileup perturbation is

δNpu(E, t) = −∫ Npu(E,E2, t)dE2−∫ Npu(E1,E, t)dE1+∫ Npu(E−E2,E2, t)dE2. (3.41)

δNpu(E, t) is the energy and time dependent per-calorimeter per-fill pileup perturbation. It

can be rescaled by the number of hits per calorimeter per fill to obtain the desired overall
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positron distribution pileup perturbation, δρpu(E, t). In the end, one finds that the size

of the double pileup perturbation scales linearly with the detector dead time and with the

number of hits per calorimeter per fill.

With ρpu(E, t) in hand, one can emulate pileup perturbed g−2 experiments and determine

the relative susceptibilities of the different analysis procedures. As before, the T-Method,

asymmetry-weighted, and energy-binned analyses are considered. Positron hits reconstructed

above 3300 MeV are not included in any analysis. Additionally, two different minimum energy

cuts for the asymmetry-weighted and energy-binned analyses were used. Figure 3.7 shows

how the ωa bias changes with the detector dead time. For the model used in this study,

a change in the detector dead time is equivalent to a change in the per calorimeter per fill

rate. As expected, all analysis procedures are unbiased in the limit where the dead time goes

to 0. The T-Method bias and asymmetry-weighted bias change linearly as the dead time

increases. The low-threshold energy-binned bias, however, appears to remain quite flat until

the dead time is increased beyond 4 ns. The sign of the ωa bias in the asymmetry-weighted

analysis changes depending on the low-end energy cut. As with the gain study, the precise

value of the ωa bias depends highly on the fit start time within a g − 2 cycle, the model used

for φ(E), and other parameters of the detector effect model.

The results shown in Figure 3.7 indicate that detector dead times must be significantly

below 1 ns to keep the precession frequency bias below 40 ppb. Detector dead times of a

few ns cause precession frequency biases that are hundreds of ppb. It is not feasible to reach

the target E989 pileup error simply by reducing detector dead times to sub-ns levels. Rather,

the dead time is brought as low as possible and then the remaining pileup contamination

is removed on average from final histogram before fitting. This procedure is called pileup

subtraction. There are multiple pileup subtraction routines currently being pursued in the

E989 collaboration. Pileup subtraction will be discussed more in Chapter 6.
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Figure 3.7: ωa bias versus dead time for different ωa analysis procedures and minimum
energy cuts. Note that the sign of the bias in an asymmetry-weighted analysis depends on
the minimum energy cut. Dashed lines show the ±40 ppb level that is ultimately targeted in
E989.

3.6 Summary of the Precession Frequency Error Budget

This chapter has outlined the known sources of systematic uncertainty in the E989 anoma-

lous precession frequency measurement. They and their target values are summarized in

Table 3.2. These targets are motivated by considering realistic improvements—achievable

through upgraded instrumentation and simulation tools—to the best systematic uncertain-

ties reached in the E821 experiment. The E989 Technical Design Report (TDR) contains

detailed arguments justifying the values quoted in the table [37]. The systematic error budget

leaves no room for the unanticipated and undiscovered. It is the challenging responsibility of

the E989 data analyzers and simulators to demonstrate that they have reached these targets

and that there are no additional, unaccounted-for effects.
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Table 3.2: Known sources of systematic uncertainty in the anomalous precession frequency
measurement and their E989 target values. The target values quoted for beam dynamics
and detector effects are quadrature sums of the individual effects within those respective
categories.

Uncertainty source Target value

Beam dynamics effects < 50 ppb

Lost muons 20 ppb

CBO 30 ppb

E-field and pitch corrections 30 ppb

Others? ? ppb

Detector effects < 50 ppb

Gain changes 20 ppb

Pileup 40 ppb

Others? ? ppb

Total quadrature sum < 70 ppb
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Chapter 4

THE E989 CALORIMETER

The calorimeters are the primary instruments in the E989 ωa measurement. They are

responsible for reporting the energies and times of incident positrons. For an unbiased

frequency measurement, any systematic differences between these reported energies and times

and the true quantities must be stable across the 700µs of a muon fill. The calorimeter

hardware and reconstruction software should limit the effects of gain changes and pileup as

much as possible, and the electronics must operate in magnetic fields ranging from 0.8 T to

1.5 T. Reaching the E989 target precision is possible only with a high-performance calorimeter

optimized for the specific needs of the ωa measurement. This chapter discusses the design,

testing, and characterization of the E989 calorimeter.

4.1 Hardware

The E989 calorimeters feature 6 high by 9 wide arrays of lead fluoride (PbF2) crystals. Each

crystal is coupled directly to a silicon photomultiplier (SiPM), which responds to incident

Cherenkov photons with electrical current. Produced electrical current passes through a

custom electronic readout board where it is converted into a voltage signal. These voltage

signals are recorded by 12-bit, 800 MS/s waveform digitizers. Waveforms judged as candi-

date positron pulses by an online data reduction system are then stored for offline analysis.

Additionally, a laser fiber is coupled to the front face of each crystal. The laser system

provides periodic laser pulses for gain calibration and time synchronization. A model of the

E989 calorimeter and its housing is shown in Figure 4.1 [37].
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Figure 4.1: Model of the E989 calorimeter, courtesy of Jarek Kaspar. The active volume
comprises a 6×9 array of PbF2 crystals. There are 24 calorimeters equally spaced around
the E989 storage ring, illustrated in Figure 4.2

4.1.1 Lead Fluoride

Lead fluoride is a dense material, has a high index of refraction, and is transparent to

optical light (see Table 4.1). High density allows for decay positrons to deposit virtu-

ally all of their energy in a relatively compact calorimeter. The crystals used in E989 are

2.5 cm×2.5 cm×14 cm rectangular prisms; 14 cm is approximately 15 radiation lengths. Ad-

ditionally, the crystals have transverse dimensions larger than the PbF2 Molière radius,

leading to energy depositions from typical decay positrons that are contained almost entirely

within one or two crystals. (The Molière radius is the radius of a cylinder transverse to the

electromagnetic shower in which 90% of the shower’s energy is contained [5].) Calorimeter

segmentation into 6×9 arrays enables pileup resolution through recognition of spatially sep-

arated energy depositions. With 24 calorimeters, there are a total of 1296 PbF2 crystals
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Figure 4.2: Illustration of the locations of the 24 E989 calorimeters relative to the muon
storage region. The calorimeters are shown in red. The radius of the E989 storage ring is
7.112 m.

deployed in the E989 experiment.

As a positron deposits its energy in a PbF2 crystal, optical and ultraviolet photons are

produced through the Cherenkov process. Cherenkov radiation occurs when a charged par-

ticle passes through a material faster than the speed of light in that material [1]. Given

PbF2’s index of refraction (n) of 1.8, Cherenkov radiation will only occur for positrons

traveling faster than c/1.8. This corresponds to a minimum positron kinetic energy of ap-

proximately 100 keV; positrons below this energy will not produce Cherenkov radiation. The

positron energies of interest in the ωa measurement are greater than 1 GeV, significantly

above the Cherenkov threshold.

Cherenkov radiation is also by nature very fast, meaning it is produced only while charged

particles are traversing the crystals. There is no delay as one would expect from a scintillator.

Considering the 14 cm crystal lengths, the relevant time scale for Cherenkov light production

is on the order of 1 ns. Even allowing photons several reflections within a crystal before being
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Table 4.1: Relevant properties of lead fluoride (PbF2) [67].

Property Value

Density 7.77 g/cm3

Molière radius 2.1 cm

Index of refraction 1.8

observed, one should expect all the associated Cherenkov light to be collected within 10 ns at

most of a positron impact. This naturally short time scale is very advantageous in reducing

the number of unresolved pileup pulses. E989 uses commercially produced PbF2 crystals,

grown by SICCAS [67].

4.1.2 Silicon Photomultipliers

At the rear face of each PbF2 crystal sits a silicon photomultiplier, or SiPM. SiPMs fulfill

a purpose similar to that of photomultiplier tubes: they output a current that increases

with the intensity of incident light. They are able to operate at very low light intensities and

detect optical pulses with sizes ranging from a single photon to thousands of photons. SiPMs

are solid state devices able to operate in regions with high magnetic fields [68]. They are

also compact: a SiPM and its readout board fit easily within the 25 mm×25 mm boundaries

of a PbF2 crystal face. SiPMs maintain high photon detection efficiency (PDE) at near

ultraviolet wavelengths, an important region for Cherenkov photons (Figure 4.3). These

properties make SiPMs an attractive choice for Cherenkov photon counters in E989. SiPMs

exhibit a high temperature sensitivity and are intrinsically nonlinear.

SiPMs are arrays of discrete avalanche photodiodes (APD) operating in Geiger mode.

Each APD is called a pixel. Operation in Geiger mode means that each pixel is reverse

biased above the APD breakdown voltage, Vbd. Following a photon impact on a pixel’s

photosensitive surface, the photoelectric effect can lead to production of charge carriers
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Figure 4.3: Cherenkov photon spectrum, reproduced from [69]. SiPM photon detection
frequency, and the detected photon spectrum (product of the others) in the E989 calorimeter.
SiPMs are sensitive to photons with wavelengths down to 300 nm. PbF2 is mostly transparent
to photons with wavelengths down to 240 nm.

(electron-hole pairs). As these charge carriers travel through the electric field produced by

the applied reverse bias, they collide with atoms in the crystal lattice and release more charge

carriers, which in turn travel through the electric field and collide with more atoms. This

process is called an avalanche, and it drives a pixel into conduction. Each pixel contains

a resistor in series with the APD, called the quenching resistor. As current begins flowing

through a pixel following an avalanche, there is a voltage drop across the quenching resistor.

Once the voltage drop across the quenching resistor brings the bias across the APD down to

the breakdown voltage, the APD stops conducting and the avalanche ceases. At this point,

the APD acts like a capacitor and the current draw slowly decays as the capacitor charges

back to the applied bias voltage, a process called pixel recovery. Avalanches themselves are



94

very fast, yielding pulse rise times of approximately 3 ns [63, 68]. Most of the measured

current flows during the recovery process. The charge collected during the recovery is that

required to charge the pixel capacitor from the breakdown voltage, Vbd, to the bias voltage,

Vbias. Therefore, the charge collected from a single pixel following an avalanche is Q =

(Vbias − Vbd) ⋅Cpixel. The quantity Vbias − Vbd is called the overvoltage [68].

While the above is a simplified explanation of SiPM operating principles, it provides suf-

ficient information for understanding some critical SiPM properties. For one, the equation

for the collected charge following an avalanche makes no reference to the number of incident

photons. This is what the term Geiger mode refers to: a given pixel either fires (has an

avalanche) or it does not. A pixel is not sensitive to the number of incident photons respon-

sible for the avalanche. Once a pixel fires, it must recover before it can fire again. A SiPM’s

ability to count photons comes from its large number of pixels. This design leads to the

nonlinearity intrinsic to SiPMs. A SiPM can never count more photons than the number of

pixels it has.

To further understand the nonlinearity, consider the differential equation

dNfired = ε ⋅ (1 −
Nfired

Ntot

) ⋅ dNγ, (4.1)

where Nfired is the number of fired pixels, ε is the PDE (the probability an incident photon

will induce an avalanche), Ntot is the total number of SiPM pixels, and Nγ is the number of

incident photons. This differential equation is a continuous approximation of the statement

that for each additional incident photon, the probability that photon will cause a pixel to

fire is the PDE multiplied by the probability it will hit a pixel that has not already fired.

The probability that a photon will hit a pixel that has not already fired is (1 −Nfired/Ntot),

assuming uniform illumination of the SiPM’s active surface. The solution to the above

differential equation is

Nfired = Ntot (1 − e−εNγ/Ntot) . (4.2)

This equation has the expected limits. As the number of incident photons becomes very large

compared to the number of pixels, the number of fired pixels approaches the total number of
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pixels. When the number of incident photons is very small, a leading order Taylor expansion

will be sufficient. The expression in that case is

Nfired ≈ εNγ. (4.3)

In the limit of a small number of incident photons relative to the total number of pixels,

the SiPM behaves linearly. The SiPMs used in E989 have 57,344 pixels, and the typical

number of fired pixels from a high-energy decay positron is about 2000. Using the above

approximation, with 2000 incident photons there is a 2% reduction in the number of fired

pixels compared to the perfectly linear case.

The charge collected following a SiPM avalanche is related not solely to the applied bias

voltage, but to the overvoltage, which is the difference between the applied voltage and

the APD breakdown voltage. This is critical because the breakdown voltage is not a static

quantity: it is temperature dependent [68]. Lab measurements have yielded a breakdown

voltage temperature dependence of 70 mV/○C. Overvoltages typically range from 1 V to 2 V.

Thus, assuming a linear dependence of detector gain on overvoltage, a 1○C temperature

drift could change the detector gain by 5% or more. This is a huge effect considering the

stringent gain stability requirements of the E989 precession frequency measurement. In

E989, temperature-dependent gain drifts are removed with an offline software correction

determined from laser pulse data, as will be described later in this chapter.

The SiPM PDE is also not a static quantity. It depends both on photon wavelength

and overvoltage. The former effect can be mostly neglected after averaging over the relevant

photon wavelength spectrum, but the latter effect has measurable consequences. Gain is

often defined as the charge collected per fired pixel divided by the elementary charge [68].

For the purposes of E989, the relevant gain is the size of the recorded pulse divided by the

number of incident photons, or, alternatively, divided by the total energy of the positron

impacting the calorimeter. For gain defined in this way, it is not sufficient to consider only

the charge collected per fired pixel because the PDE affects the number of fired pixels per in-

cident photon. While gain defined as charge collected per fired pixel is linear in overvoltage,
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Figure 4.4: SiPM PDE, pulse-integral, and pulse-integral per pe as a function of overvoltage
for a fixed intensity of incident light provided by a laser, reproduced from [69]. Photoelectrons
or photon equivalents, pe, is the number of fired pixels estimated by looking at the statistical
distribution of detected pulse sizes over many laser shots. The pulse-integral represents the
size of the pulse. As expected, the pulse-integral per pe increases linearly with overvoltage.
The pulse-integral itself, however, increases faster than linearly with overvoltage. This is
explained by an increase in PDE with overvoltage. Overvoltage of 0 is defined as the point
where the linear fit to pulse-integral / pe vs overvoltage intercepts the x-axis.

the dependence of PDE on overvoltage means that the size of the pulse detected for a fixed

amount of incident light varies quadratically, or even faster, with overvoltage. Figure 4.4

shows a measurement of this effect. SiPM pulse size is typically characterized in units of

photoelectrons or photon equivalents (pe). The number of pe is related to the integral of the

SiPM pulse’s current signal through a calibration process. In a linear approximation, the

number of pe equals the number of fired pixels. The calibration procedure that yields pe per

pulse-integral will be described in Section 4.1.3. While pulse-integral per fired pixel increases

linearly with overvoltage, the pulse-integral itself increases faster-than-linearly with overvolt-

age. The dependence of PDE on overvoltage increases the gain sensitivity to temperature
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Table 4.2: E989 SiPM properties and other relevant quantities.

Quantity Value

Manufacturer Hamamatsu

Model number S12642-4040PA-50

Typical bias voltage 66–69 V

Characteristic pulse width 10 ns

Active area 12 mm×12 mm

Number of pixels 57,344

Typical number of fired pixels from a positron shower 2000

beyond what it would be otherwise. Additional effects not described here include afterpulsing

and crosstalk, which both increase with overvoltage and contribute to the faster-than-linear

change of observed signal size with overvoltage [68].

A custom electronic readout board was designed for the purposes of E989. The current

pulses from each SiPM pass through multiple stages of amplification and are ultimately

output as differential voltage signals. The final stage of amplification uses a programmable,

variable gain differential amplifier. The gains of each of the 1296 SiPMs are tuned individually

using this amplifier to equalize responses across all channels. A board mounted temperature

sensor is also included with each SiPM to aid in understanding and controlling temperature

variations. The output signal passes through a pole-zero network that cancels the exponential

tail of the current pulse resulting from pixel recovery. The ultimate output pulses have a

5 ns full width at half maximum. See Figure 4.5 for photographs of the SiPM and its readout

board. The circuit schematic is available in the article by Kaspar et al. [63]. Important

features of the SiPMs used in E989 are summarized in Table 4.2.
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Figure 4.5: The E989 SiPM readout board, reproduced from [63]. A circuit schematic is
available in the original article.

4.1.3 Laser Calibration System

To achieve the experiment’s target systematic uncertainty, the E989 calorimeter gains after

all corrections must be stable to better than 0.1% over the time scale of a 700µs muon fill.

Additionally, the temperature dependent SiPM gains must be understood and corrected over

long time periods, hours to days, to maintain consistent calorimeter energy measurements.

A laser calibration system has been constructed and installed to address these requirements.

The laser calibration system features six independent laser heads that, through a complex

system of mirrors, beam splitters, diffusers, and laser fibers, provide on demand laser pulses

to each SiPM. A collection of neutral density filters can be remotely placed in the paths of

the laser beams. This allows the laser pulse intensity seen by the SiPMs to be varied through

a known set of values. Furthermore, the laser system provides a pulse at the beginning of
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every muon fill, called the sync pulse, that is used for timing alignment between channels.

In addition to allowing for gain and timing measurements and corrections, the laser system

is an invaluable tool for calorimeter testing and diagnostics [66,70]. A schematic of the laser

calibration system is shown in Figure 4.6.
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Figure 4.6: Schematic of the laser calibration system, courtesy of Andrea Fioretti. Each
of the six laser heads feeds four calorimeters. There are separate source monitors for each
laser head and separate local monitors at the end of the light distribution chain for each
calorimeter. The front panel of the calorimeter housing is engineered to provide laser pulses
to all 54 channels simultaneously.

In a leading order approximation, one can assume that the average response of a calorime-

ter channel to a laser pulse is proportional to that channel’s gain and that a change in gain
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will affect the channel’s response to laser pulses in the same way it will affect the channel’s

response to positron pulses. While the latter assumption has been confirmed at test beam

experiments, as will be discussed in Section 4.3, the former is violated in the case where

the laser pulse intensity itself changes systematically from one shot to the next. To reach

the required accuracy, variations in laser pulse intensity must be accounted for. Laser pulse

intensity is monitored from shot to shot using PIN diode source monitors that receive a large

fraction of the laser light before it is distributed to the calorimeter channels. Additionally,

to ensure the distribution system itself is stable, local monitor photomultiplier tubes receive

light from the end of the distribution system at each calorimeter. There are 12 PIN diode

source monitors, two per laser, and 24 photomultiplier tube local monitors, one per calorime-

ter. After accounting for variations in the laser pulse intensity and distribution chain using

these monitors, changes in SiPM gain can be measured by comparing the size of a laser pulse

at some time of interest to the size of a laser pulse at a reference time, typically the time of

the last absolute calibration.

The laser system can be used for absolute calibration. Consider the statistical distribution

governing the number of fired pixels from one laser pulse to another. It is sufficient to neglect

SiPM nonlinearities in this consideration because absolute calibrations are conducted at low

light levels. There are three contributions to the observed statistical fluctuations of the

number of fired pixels:

1. electrical noise,

2. Poisson fluctuations of the number of incident photons triggering avalanches,

3. laser intensity fluctuations from shot to shot.

As long as the laser intensity fluctuations are not too large, these three components can be

treated as uncorrelated and the expression for the variance of the number of fired pixels is

σ2
p = n

2 + ⟨p⟩ + ε2⟨p⟩2, (4.4)
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Figure 4.7: Example of a photostatistics calibration, described in the text, from E989 Run 1.
For this detector, the extracted gain, g, is approximately 3 pe per pulse-integral. Considering
this gain in conjunction with the range of ⟨s⟩ values shown on the x-axis, one determines
that the laser pulses employed in this calibration run produced SiPM signals ranging from
170 pe to 1500 pe.

where n is the electrical noise level in units of fired pixels, ⟨p⟩ is the average number of

fired pixels over many laser shots, and ε is a unitless measure of the relative size of the

laser fluctuation, which should be on the order of a percent or less for this treatment to

be valid. The three terms in the above equation correspond to the three contributions

mentioned before, with the key feature that the contribution to the variance from discrete

photon statistics is equal to the mean number of fired pixels.

What is measured in the calorimeters is not directly the number of fired pixels, but an

electrical signal that is proportional to the number of fired pixels; the measured signal s is

equal to g ⋅ p, where g is the channel gain and p is the number of fired pixels. Noting that

g ⋅ σp = σs, rewriting the above equation in terms of s gives

σ2
s = g

2n2 + g⟨s⟩ + ε2s2. (4.5)
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The coefficient of the linear term in the above expression is g, the gain, in units of signal

per fired pixel. Signal could be collected charge, ADC, or any proxy for pulse size. This

relation can be used in practice by observing a large number of laser pulses, measuring

the variance and mean of the distribution of measured pulse sizes, and repeating for a

number of different laser settings by varying the neutral density filters. The variances of the

resulting statistical distributions, one for each neutral density filter setting, can be plotted

against the means and fit with a parabola. The linear term extracted from such a fit will

be the gain, g. Using the laser calibration system, all 1296 SiPMs can be subjected to this

procedure simultaneously and the gains determined for all of them. Through combination

with an external measurement of average pixels fired per MeV of incident particle energy,

as can be extracted from test beam experiments (see Section 4.3), one obtains an absolute

calibration of each channel in terms of signal per MeV. An example calibration curve is

shown in Figure 4.7. Absolute calibrations conducted in this way are called photostatistics

calibrations. Photostatistics calibrations are accurate to approximately 10% and are limited

by variations in the optical properties of different PbF2 crystals and their SiPM couplings.

In E989 Run 1, the SiPM amplifier settings were chosen to equalize gains as measured by

this procedure.

Long term gain tracking is achieved through out-of-fill laser pulses, i.e. laser pulses

fired when there are no muons present in the ring. Reference signal sizes in the calorimeter

channels and in the laser monitors are recorded at absolute calibration time and the out-of-

fill pulse sizes are compared to these references. The comparison provides a measurement

of how much the gains have drifted since the last calibration. Neglecting the local monitor

correction, the gain at time t in terms of the SiPM signals s and the monitor signals m is

g(t) = g(0) ⋅
s(t)

s(0)
⋅
m(0)

m(t)
. (4.6)

The first ratio, s(t)/s(0), is based only on the SiPM signals and corrects the gain under

the assumption that the laser intensity has not changed. The second ratio, m(0)/m(0), is

based on the source monitor signals and accounts for any drifts in average laser intensity.
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The SiPM and monitor signals are averaged over many pulses to remove the effects of shot-

to-shot statistical fluctuations. This procedure is effective because the response of the PIN

diode source monitors is intrinsically stable over long periods of time [71].
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Figure 4.8: Each curve is the sum of all SiPM voltage signals, or traces, within a given
calorimeter across the first 400 µs of a muon fill. Within each trace, there are four clear
pulses: the first is the sync pulse used for timing synchronization on all fills, the second and
largest pulse is the beam injection, following which most of the injected particles are lost
and produce large signals in nearby calorimeters, and the last two pulses are the in-fill laser
pulses described in the text. Each subsequent vertically offset curve is the next fill in which
in-fill laser pulses appear. For the data shown here, taken from early in E989 Run 1, the
in-fill laser pulses were shifted in 4µs steps. Later on, the time shift was reduced to 2µs.

The laser calibration system also provides a measurement of consistent, early-to-late gain

variations during muon fills. The measured early-to-late gain perturbation is used to correct

reconstructed pulse energies during analysis. The goal is for residual in-fill gain changes after

this correction to be small enough that the ultimate gain systematic uncertainty is below
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20 ppb. The in-fill gain measurement is achieved as follows: during approximately 10% of

muon fills, two to three in-fill laser pulses are fired, each separated by 200µs from the last.

The next time in-fill laser pulses are fired, the pulse times are shifted by a configurable

amount of time, typically 2-4µs. In this way, over time, the entire time domain of a muon

fill is sampled with laser pulses. The SiPM gain at the time of each pulse is determined

from the reconstructed SiPM pulse sizes corrected for laser intensity fluctuations using the

source monitors and normalized to the sync pulse, which is fired when the SiPMs are in an

unperturbed state. See Figure 4.8 for a visualization of the in-fill laser pulse pattern.

Further capabilities of the laser calibration system that will not be discussed in detail

here include a programmable control board that can trigger the laser at an exponentially

decreasing rate to simulate conditions produced by muon decay [72] and remote controllable

mirrors that can redirect light from two lasers into a single calorimeter to test its response

to separate pulses with a small but well known time separation. These features are valuable

tools for verifying calorimeter performance and for measuring systematic effects. The laser

calibration system is a vital feature of the E989 experiment, and it is essential for achieving

the target systematic uncertainties.

4.2 Reconstruction Software

The term reconstruction refers to the process by which raw recorded data is transformed

into meaningful quantities such as positron hit energies and times. These quantities are

called reconstructed objects or physics objects and are the basic ingredients for physics anal-

yses. Raw data can be understood as the data recorded from a detector system before any

processing has occurred. Reconstruction software is the computer code responsible for the

transformation from raw data to physics objects. There is no single way to do reconstruction;

the E989 collaboration already has two independent methods for calorimeter reconstruction,

and there may be more in the future. The resulting physics objects will necessarily differ

somewhat based on diverging decisions made during the respective algorithm and software

development processes. These differences between reconstruction procedures aid in char-
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acterizing and understanding each given approach. Applying multiple reconstructions to

the same raw data helps verify correctness and is an important check on systematic effects.

This section will describe one approach to calorimeter reconstruction. All following analysis

discussion is based on the reconstruction procedure described here.

4.2.1 Input to Output

Raw calorimeter data takes the form of digitized waveforms. These waveforms are voltage

versus time traces output from each SiPM readout board. The employed custom digitizers

record continuously throughout each 700µs muon fill at 800 MS/s and have 12-bit resolution

[37, 73, 74]. Given the 11.4 Hz muon fill rate, recording all the raw traces would consume

close to 20 GB/s of storage space, an intractably high number. To overcome this limitation,

the 700µs digitized waveforms pass through GPUs for online preprocessing before anything

is saved to disk [37, 75]. The GPUs comb through each trace to search for voltage spikes

above some threshold. Such spikes indicate activity in the calorimeter. Only over threshold

samples plus a configurable number of consecutive pre- and post-samples are saved to disk.

These short sub traces are called islands. Island lengths are dynamic, longer when there

is more calorimeter activity, but the typical length of an island triggered by an isolated

positron pulse is 40 ns. During E989 Run 1, the data acquisition was configured to save

islands from every SiPM waveform in a given calorimeter whenever any one of them went

over threshold, with all the islands taken from the same range of sample numbers within

the original digitized waveform. All the data described in this document was collected

under that configuration. Later, in the summer accelerator shutdown following Run 1, the

data acquisition was reconfigured to save data only from the triggering SiPM and its nearest

neighbors; this was to further reduce the data rate. The Run 1 data acquisition configuration

was sufficient to reduce the raw data rate by a factor of 100 compared to saving the full, 700µs

digitized waveforms. Digitizer islands are the raw input to the calorimeter reconstruction

chain. See Figure 4.9 for an example island.

The primary objective of any calorimeter reconstruction process is to take these raw
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islands and produce collections of positron hit times and energies. This is the informa-

tion needed to conduct an ωa analysis. Additionally, but less critically, the reconstruction

can provide estimates of impact positions and angles on the calorimeter face. There are a

number of common steps required by any reconstruction procedure, although the order and

boundaries can vary. These steps are as follows.

• Trace corrections: correcting the island waveforms for known and undesired digitizer

effect.

• Pulse finding: converting digitized waveforms into one or more pulse size and pulse

time measurements.

• Energy calibration: converting pulse sizes into meaningful, absolute energy units that

are common between all channels.

• Gain corrections: adjusting these energies for any gain drifts since the last absolute

calibration.

• Timing corrections: adjusting pulse times for fixed inter-channel timing offsets, fill-to-

fill relative timing jitter, and variations of the beam injection time.

• Clustering: the aggregation of calibrated crystal hit times and energies into best esti-

mates for positron hit times and energies. The reconstructed hit times and energies

are called clusters.

One can imagine walking through these steps for the island shown in Figure 4.9. First, the

pulses in each channel would be summarized with a pulse-integral and a peak time. Pulse-

integrals are a convenient proxy for pulse energy, as the integral of a voltage versus time

trace in a given circuit is proportional to the charge associated with the pulse. The pulse-

integrals then must be converted into units of deposited MeV through a known conversion

factor taken from a calibration and incorporating gain correction factors provided by the laser
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system. Then, the pulses must be aligned to a common reference to remove any differences in

digitizer trigger times or pulse rise times. Finally, the collection of pulses must be combined,

or clustered, into a single energy and time, which is the best guess of the energy and time

of the impacting decay positron responsible for the constituent pulses. By following these

steps, the reconstruction software takes calorimeter islands and produces calibrated clusters.

Figure 4.9: An example digitizer island resulting from an isolated positron impact in a
calorimeter. Each square contains a voltage versus time signal for one of the 54 SiPMs in
this calorimeter. These waveforms are 35 samples—about 44 ns—long. They are arranged
following the physical layout of the calorimeter. The left side is closest to the storage ring.
There is clear activity in the upper left, where there is a large pulse in the second column
from the left and fourth row from the bottom. There are smaller pulses in the surrounding
channels. Activity in any crystal causes the data acquisition system to store islands from all
54 channels.

4.2.2 Pedestal Correction

Each digitizer waveform sits atop a baseline, or pedestal. The pedestal is the average sample

value when there is no calorimeter activity. The pedestal value is not generally 0, and can be
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adjusted through the digitizer configuration. The custom digitizers used in E989 feature two

interleaved 400 MS/s ADC chips that together achieve the overall 800 MS/s digitization rate.

These two chips have slightly differing pedestal values, typically by 1 to 5 ADC counts out

of the 4096 possible ADC values. This behavior imparts an even-odd effect to the digitizer

waveforms whereby every other sample sits slightly higher or lower. The size of this effect

has been measured for each channel, and the first step in the reconstruction process is to

correct all island waveforms for the even-odd pedestal differences. The correction process

is, for each channel, to subtract from every other sample the measured average difference

between odd and even samples.

4.2.3 Pulse Shapes and Templates

The pulse finding procedure is based on templates, empirical functions describing the voltage

versus time signals resulting from SiPM pulses. For the E989 Run 1 analysis, 250 ns-long

templates were constructed for each detector channel. See Figure 4.10 for example templates

from a typical SiPM. Ideally, template functions have only two parameters: the pulse-integral

(pulse size) and the peak time. Describing waveforms with functions of only these two

parameters assumes that pulse shapes are independent of size and time and that any pulse

can be described by translating and scaling the proper SiPM template. The correctness of

a template based procedure is tied to the validity of these assumptions. Using templates

has the advantage of removing the need to model the complex behavior of the SiPM readout

circuits, and as long as the assumption of a fixed pulse shape is reasonably satisfied, templates

are well suited to resolving pileup pulses. Before discussing how templates are used to fit

pulses and resolve pileup, the template construction procedure will be discussed and the

fixed pulse shape assumption examined.

A template is a function of time, T (t), that describes a SiPM’s pulse shape. A leading

order approximation of T could come from collecting a number of digitized SiPM pulses,

normalizing them by pulse-integral, aligning them by their peak sample, averaging them,

and then interpolating between the samples of the resulting average waveform. While this is
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Figure 4.10: Example SiPM templates modeling a single detector channel’s response to pulses
from differing sources. The blue and black curves show templates built using laser pulses
and positron pulses, respectively. Laser pulses are narrower than positron pulses and have a
sharp undershoot following the initial peak. The templates extend over 250 ns.

quite close to how templates are generated, it does not yield acceptable results because the

SiPM pulse is fast compared to the digitizer sampling period of 1.25 ns. The peaks of these

fast pulses are defined by only three or four digitizer samples. To get a better estimate of

the average pulse shape, one must find a way to sample more finely. This can be achieved by

aligning individual pulses not by their peak sample time, but by their estimated peak time

on a continuous domain. With a noise level that is small relative to the difference between

the peak sample and its neighbors, the true pulse peak will be within ±1/2 of a digitizer

clock tick of the peak sample. Assuming the source of recorded pulses has no relation to

the digitizer clock, pulses should be sampled at random phases and pulse peaks should be

uniformly distributed between digitizer samples.

There are multiple ways to estimate the pulse peak time from a digitizer trace. One

way would be to match a parabola to the peak sample and its two neighbors and then take
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the time corresponding to the parabola’s maximum. This procedure is not ideal when the

pulse is sampled so coarsely that the pulse shape is not well described by a parabola in the

three clock tick region surrounding its peak. Another approach is based on a quantity called

pseudotime, tp. Calling the peak sample of a trace s0, the sample to the left of the peak s−,

and the sample to the right s+, pseudotime is defined as [34]

tp ≡
2

π
arctan(

s0 − s−
s0 − s+

) . (4.7)

This quantity is useful as it categorizes each pulse with a number between 0 and 1. When

the pulse peak is as far to the left of the maximum sample as possible, s0 = s−. In this case,

according to the above equation, tp = 0. Similarly, when the peak is as far to the right of the

maximum sample as possible, tp = 1. Based on the form of the above function, as the peak

moves across a digitizer bin, tp varies smoothly from 0 to 1. It is not obvious how exactly

the pseudotime varies between these limits. For instance, the pseudotime will not in general

equal 0.5 when the pulse peak sits exactly on a digitizer sample.

A more useful quantity for aligning pulses would increase linearly over a range of 1 unit

as a pulse peak moves from the left edge of a digitizer bin to the right edge. To contrast with

pseudotime, this quantity is called realtime, tr. Realtime is defined to have the property that

shifting a waveform’s peak sample to the time 0.5 − tr places its continuously interpolated

peak at t = 0. Given that both pseudotime and realtime increase smoothly over a range

of 1 unit as a pulse peak moves across a digitizer bin, there must exist a unique map from

pseudotime to realtime. This map can be constructed from a distribution of pseudotimes

extracted from pulses with random peak times.

First consider a pulse that is symmetric within the ±1/2 clock tick region surrounding its

peak. The E989 SiPM pulses are close to this limit. For such a pulse, tp = 0 implies tr = 0

and tp = 1 implies tr = 1. Additionally, with random peak times relative to the digitizer

boundaries, a quarter of all pulses will have realtimes less than 0.25, half will have realtimes

less than 0.5, three quarters less than 0.75, etc. Therefore, the pseudotime that corresponds

to a realtime of 0.25 will be the one below which sits 25% of the pseudotime distribution. In
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other words, the map from pseudotime to realtime for a pulse that is symmetric near its peak

is the cumulative distribution function, or CDF, of the pseudotime distribution. Assuming

a normalized pseudotime probability distribution ρ(tp),

tr(tp) = ∫
tp

0
ρ(t′p)dt′p. (4.8)

Given a distribution of pseudotimes taken from data, one can numerically calculate the

needed map to realtime. The map from pseudotime to realtime depends on the pulse shape

of the detector in question.

For a pulse that is asymmetric in the ±1/2 clock tick region surrounding its peak, tp = 0

does not imply tr = 0. However, it is still the case that tp increases from 0 to 1 as the pulse

peak moves across a digitizer bin. Therefore, for an asymmetric pulse, Equation 4.8 need

only be adjusted by a constant offset that encodes the value of tr when tp = 0. Ignoring the

offset will lead to a pulse template whose peak is not perfectly centered at t = 0. This offset

is accounted for by the time correction procedure described in Section 4.2.6 and can thus be

discarded in the template building process.

After generating a map from pseudotime to realtime, pulses can be aligned on a very fine

grid and the average pulse shape measured with high time resolution. A cubic spline is used

to interpolate between these finely binned points and provides a continuous template function

T (t), see Figure 4.11. Slight pulse shape differences necessitate building custom templates for

each of the 1296 SiPMs. Additionally, to achieve the best performance, separate templates

are needed for laser pulses and positron pulses, as was shown in Figure 4.10. This is because

the distribution of photon detection times at the SiPM differs significantly between laser

pulses and beam pulses.

The template building procedure described here can be used to check whether pulse

shapes vary significantly with pulse energy, rate, or time. To check whether pulse shapes

vary with size, the template building procedure was applied to laser pulses collected at

seven different neutral density filter settings. These settings span a factor of ten in pulse-

integral and range in equivalent positron energy from 200 MeV to 2000 MeV, well matched
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Figure 4.11: A template built from laser pulses. Different colors signify different realtimes as
discussed in the text. Points of a given color follow the samples that would be recorded for
a single digitized pulse with the specified realtime. Aligning pulses by their realtimes allows
for a very fine sampling of the average pulse shape. The legend specifies the realtime and
pseudotime for each of the differently colored traces. There are 1.25 ns per clock tick.

to the range of positron energies expected during production running. After normalizing,

no discernible difference was observed between the templates built from the differently sized

pulses.

Another concern was whether the SiPM pulse shape would be affected by rate. This was

also investigated using the laser system. The laser was configured to fire an isolated train of

eight pulses with an instantaneous rate of 5 MHz. Templates were built for the first and last

pulses in the train. If the SiPM exhibited a rate dependent pulse shape, one would expect

these two templates to differ. No significant difference was observed [63].

Furthermore, one may be concerned that aging effects could distort the SiPM pulse shapes
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over long periods of time. Comparing templates built from data collected at different times

can allay this worry. Laser pulse templates built in the spring of 2017 and spring of 2018

have been compared and show no significant differences. Templates are rebuilt periodically

to maintain confidence that pulse shapes have remained stable. Comparisons of positron

templates built at the end of E989 Run 1 with those built at the beginning showed that

the pulse RMS widths had on average decreased by 1% over a four month period. The

experiment hall temperature had increased by 4○C during over this same period, and thus

the change in average pulse shape is most likely attributable to temperature and not to

aging. The hall temperature stability is expected to be improved for Run 2.

While there is strong evidence that SiPM pulse shapes are stable with size, rate, and

time, they do depend on the distribution of photon arrival times at the photosensitive sur-

face. The photon arrival time distribution does not change significantly with differing pulse

rates or neutral density filters, although inserting a particularly dense filter will increase

the prevalence of statistical fluctuations. However, simulations have indicated that when a

positron impacts a given crystal, the distribution of photon arrival times at that crystal’s

SiPM differs from the distributions at the neighboring SiPMs. This effect has been confirmed

with test beam data [69]. As the majority of the electromagnetic shower is contained in the

central crystal, neglecting to account for impact position dependent pulse shapes does not

create a significant error in the ultimate time and energy extraction. Figure 4.12 depicts the

results of the template stability tests that have just been described.

4.2.4 Template Fitting

A process for generating empirical functions to model SiPM pulse shapes, called templates,

has been described. Templates T (t) are normalized by the condition

∫

∞

−∞
T (t)dt = 1, (4.9)

where t is in units of digitizer clock ticks, and templates are time aligned such that their

peaks occur at t = 0. Under the assumption explored above that all pulses are describable
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Figure 4.12: Results of the pulse shape stability tests described in the text. The top left
shows the pulse shape’s insensitivity to pulse size. The top right shows the pulse shape’s
insensitivity to rate: first and last refer to the first and last pulses in a train of eight, each
separated by 200 ns. The bottom left is a comparison between laser templates built in spring
2017 and spring 2018. The bottom right depicts the pulse shape dependence on electron
impact position, x. The pulse is narrower when the electron impacts a crystal directly than
when the electron impacts a neighbor.

with a translated and scaled template, individual pulse waveforms are modeled by the family

of functions

f (t∣s, t0, P ) = s ⋅ T (t − t0) + P. (4.10)

Following the template normalization and alignment conditions, the parameters s and t0

correspond respectively to the pulse-integral and the pulse peak time. The parameter P

accounts for the digitizer pedestal. This description generalizes to the case of multiple

pulses. If there are n pulses present, the resulting waveform is described with a superposition
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of template functions

f (t∣si, ti, P ) =
n

∑
i=0

si ⋅ T (t − ti) + P, (4.11)

where the si are the integrals of each individual contributing pulse, the ti are pulse peak

times, and P is the overall pedestal. The pulse finding technique used to extract pulse

energies and times from digitized waveforms is called template fitting, whereby digitized

waveforms are fit to functions of the above form.

The s, t, and P parameters are extracted with a χ2 minimization procedure. With n

pulses and m digitizer samples {D0 ... Dm} taken at times {t0 ... tm}, the function to minimize

takes the following form:

χ2 =
m

∑
i=0

σ−2
i (Di −

n

∑
j=0

sjT (ti − t0,j) − P)

2

. (4.12)

There are 2n + 1 fit parameters: the n times, the n pulse-integrals, and the pedestal. An

important observation about this function is that it is quadratic in all parameters other than

the times, which is to say f (t∣si, ti, P ) is linear in all parameters other than the ti. For a

fixed set of time parameters, the optimal integral and pedestal parameters can be determined

exactly by solving a system of linear equations [76]. This reduces the dimensionality of the

parameter space that must be numerically searched from 2n + 1 to n. In practice, the

χ2 optimization was implemented as a Newton’s method search over the time parameter

subspace [76]. At each step in the time subspace search, the optimal pulse-integral and

pedestal parameters are calculated. Linear algebra operations are handled with the Eigen3

software library [77]. This process capable of handling on the order of 105 pulses per second

per CPU.

In Equation 4.12, σi is the statistical uncertainty assigned to each digitizer sample. It was

found through simulations that assigning an equal uncertainty to all samples yields the most

robust behavior and provides the best pileup resolution capabilities [78]. Thus, in the E989

reconstruction code described here, all digitizer samples are assigned an equal uncertainty

of 1.
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In the χ2 minimization procedure, the number of pulses, n, is not a fit parameter. Rather,

it is externally fixed before the fit occurs. As the number of pulses in an island is an output

of the reconstruction procedure, the determination of how many pulses to include in the fit

model is a distinct reconstruction task, related to but not the same as the χ2 minimization.

There is no single way to determine the number of pulses to hypothesize, and there is

ambiguity in the case of small pulses that sit near the digitizer noise level and in the case

of pulse pairs with very small time separations. The procedure used in this analysis is as

follows.

1. Hypothesize a single pulse and fit.

2. Calculate the residuals, the differences between the fit function and each digitizer

sample.

3. If any of these residuals are over a configurable threshold, repeat with an additional

hypothesized pulse. If not, stop.

This procedure is capable of finding an arbitrary number of pulses on a given island.

In addition to deciding how many pulses to hypothesize, the reconstruction software must

determine which templates to use; each SiPM has a separate template for positron and laser

pulses. During typical muon fills, there are no laser pulses and so all pulses should be fit with

positron templates. Similarly, laser shots are usually fired before or between muon fills, and

in these cases there exists no ambiguity regarding which template to use. During the fills

used for gain measurements, however, there are both laser pulses and positron pulses. Laser

shots have the signature feature that they create pulses in all 54 channels of a calorimeter

simultaneously. Positron pulses are localized to only a few channels. Islands with a very large

number of over threshold crystals reliably contain laser pulses, but they may also contain

positron pulses. To correctly fit multiple pulses on islands containing laser pulses, both

template types must be employed in a single fit. In-fill laser pulses are separated by 200µs,

so there will never be more than one laser pulse on a given island. Multi-pulse fits on islands
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containing laser pulses are handled by trying every possible combination of fits where one

pulse takes the laser template and the others the beam template. Of these trials, the one

with the smallest resulting χ2 is recorded as the correct interpretation.

The fitting described to now treats each island independently. Such an approach is not

ideal because each SiPM pulse causes a subsequent baseline perturbation that persists for

hundreds of nanoseconds. This perturbation is clear in Figure 4.10 and should be accounted

for when fitting later pulses. After all islands in a muon fill have been processed by the

template fitting procedure, pulses that have been found to be within the 250 ns template

length of one another are fit again simultaneously using the independent island fit results

as starting parameter guesses. These multi-island simultaneous fits are called chain fits. As

the baseline perturbations following SiPM pulses are included in the templates, the chain

fits intrinsically account for them. See Figure 4.13 for four example template fits, including

a chain fit.

Time-in-fill dependent shifts in pulse time reconstruction directly bias the ωa measure-

ment. The template fitter—being the process that first extracts times from digitized waveforms—

could be responsible for generating such an effect. In each fill, the probability that an island

trace will contain multiple pulses decreases with time. If the time extracted from a given

pulse is different when taken from a multi-pulse fit compared to a single-pulse fit, a time-

in-fill dependent time reconstruction shift would result. A Geant4 simulation study was

conducted to test for this effect. Single positrons and pairs of positrons with varying time

and spatial separations were fired into a calorimeter and SiPM pulses were simulated based

on the energy deposition in each crystal. The pulses were reconstructed using the template

fitting procedure described here. Time offsets between the positron impact times and the

resulting pulse peak times were calibrated using the single pulse events. Double pulse fit

times were then analyzed using this calibration. As shown in Figure 4.14, no timing shifts

were detected.

To summarize, the template fitter takes digitized islands and produces uncalibrated pulse

energies and times. It is responsible for resolving temporal pileup as much as possible and
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Figure 4.13: Template fits of four differing varieties, selected from E989 Run 1 data. In all
graphs, the black points are digitizer sample values and the smooth curves are fit results.
In the top left, a single pulse was identified. In the top right, two pulses were identified:
a small one followed by a large one. The bottom left depicts a multi pulse fit containing
both a laser pulse and positron pulse. The two components are shown in red and blue, and
the difference in pulse shape between the two is evident. The wider first pulse is a positron
pulse and the second narrower pulse is from the laser. The bottom right shows a chain fit
containing two separate islands. The baseline perturbations from the first pulse persist into
the second island, where two pulses separated by 5 ns were identified.

for providing accurate, unbiased time and energy measurements. Template fitting is not the

only way to accomplish this task, but as of this writing no other approach has emerged that

can match its performance or reliability.

4.2.5 Energy Calibration

After pulses have been identified and their pulse-integrals recorded, the next reconstruction

step is to convert these pulse-integrals into meaningful energy units. To do so, a calibration
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Figure 4.14: Timing shift, defined as reconstructed time minus calibrated hit time, versus
pulse pair time separation. This plot was generated from a simulation described in the text.
p0 and p1 refer to zeroth and first order terms in a polynomial fit to the data.

constant in units of MeV/pulse-integral is required for each calorimeter channel. A technique

for obtaining these constants using discrete photon statistics has already been described. As

photostatistics calibrations do not account for differing optical properties between crystals,

other techniques may provide more accurate results. The energy calibration constants used

in the reconstruction approach described here were determined by observing the energy

deposition signature of lost muons in each crystal.

As mentioned in Section 3.3.3, some number of muons are inevitably lost from the storage

ring before they decay, especially at early times in a muon fill. As these muons travel out of

the storage region, they are likely to strike a calorimeter. Muons are 200 times more massive

than positrons and generally travel straight through a PbF2 crystal without stopping. These

lost muon impacts leave a precise energy signature [59]. Furthermore, as a lost muon does
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Figure 4.15: A possible lost muon trajectory. The solid black curves delineate the boundaries
of the muon storage region. The dashed curve depicts the equilibrium orbit for on-momentum
muons. The blue curve depicts the path of a muon lost from the storage region. This muon
passes through three calorimeters, leaving a distinct energy signature that is used for energy
calibration and a distinct calorimeter-to-calorimeter time difference that is used for time
synchronization.

not stop after encountering a calorimeter, it often continues to hit a second and a third (see

Figure 4.15). The time separation between calorimeter hits in such a case is always very

close to 6.2 ns, calculable as the distance between calorimeters divided by c. Lost muon

calorimeter pulses are easily identified by looking for coincidence events in which two or

three consecutive calorimeters see pulses separated by 6.2 ns. As lost muons typically do not

induce electromagnetic showers within the PbF2 crystals, discriminating power is further

increased by selecting for islands containing only a single SiPM pulse.

Selecting isolated, single crystal pulses coincident between two or three calorimeters pro-

vides a signal usable for energy calibration [79]. The peak of the pulse-integral distribution

from each SiPM should correspond to the same amount of deposited energy, as it is assumed

that these selection criteria leave nothing remaining except for lost muon signals. It is as-

sumed that a lost muon will deposit the same amount of energy regardless of which crystal
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it traverses. Differences in SiPM gains and in PbF2 optical properties will result in differing

pulse-integral distributions between channels. The correct gain constants, accounting for

both SiPM and PbF2 differences, are the ones that align the peaks of all the distributions.

Additionally, a common factor is needed to correct for differences between the PbF2 re-

sponse to lost muons and to positron showers. Multiple approaches exist for finding this

common factor. Examples include calculating it directly from simulations, matching the end

point of the final reconstructed calorimeter energy distributions to the expected 3.1 GeV,

and placing the optimal T-Method threshold at a chosen value. For the analysis described in

this document, the common factor was chosen to place the optimal T-Method threshold at

1.7 GeV. Figure 4.16 shows the lost muon energy peak before and after the lost muon energy

calibration.

While the earliest E989 calorimeter calibrations were based on photostatistics, lost muon

calibrations have since become the default. To maintain consistent energy measurements

over time scales of hours to days, the gain corrections provided by the laser system are

required. In short, lost muon calibrations provide the baseline equalization factors between

calorimeter channels, and the laser provided gain correction factors control for temperature

dependent drifts from these baseline values.

4.2.6 Timing Corrections

The ωa measurement is fundamentally time-based. Correct time reconstruction is critical.

The ideal time measurement would be that of a muon decay relative to the beam injection.

As positron energy dependent phases do not cause systematic errors, positron hit time mea-

surements are sufficient proxies for muon decay times. What the template fitter produces,

however, is a SiPM pulse’s peak time relative to the first sample of a digitizer trace. Dig-

itizer traces begin 32µs before the beam injection. There is no guarantee that each of the

1296 digitizer traces begins at the exact same time, nor is there any guarantee that there

is an unchanging offset between a given digitizer’s start time and the beam injection time.

Moreover, in the presence of differing SiPM pulse shapes, one cannot assume that the offset
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Figure 4.16: The lost muon energy peak before and after energy calibration and long-term
gain correction. The above histograms were constructed from a small subset of the E989 Run
1 data and include all calorimeters. Lost muon events were selected from triple calorimeter
coincidences. Lost muons leave a distinct energy deposition of approximately 170 MeV when
they pass through a calorimeter. In E989 Run 1, the SiPM amplifier gain settings were
chosen to equalize channel energy responses based on absolute photostatistics calibrations
conducted with the laser system. The lost muon calibration and long-term gain corrections
further improved channel equalization, as evidenced by the decreased width of the black
curve relative to the red.

between a SiPM pulse’s peak time and the responsible positron’s hit time is the same from

one channel to another. Therefore, per-fill and per-channel corrections are needed to align

all timing measurements to the same reference.

The time correction procedure amounts to offsetting each pulse time by the combination

of two factors: a fill-dependent factor accounting for the time difference between the beam

injection and the trace start, and a fill-independent factor accounting for the pulse shape.

All factors are channel-dependent. The total correction is

t = t′ − tbd − tc, (4.13)

where t is the corrected time, t′ is the time reported by the fitter, tbd is the fill-dependent
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time difference between the beam injection and the trace start, and tc is the fill-independent

pulse shape factor.

Figure 4.17: Characteristic pulse from the T0 detector, courtesy of Hannah Binney. The
black lines denote the pulse’s mean time, or centroid, and the mean time ±1 RMS. The mean
and RMS of the pulse were calculated between the dashed lines. The reconstructed T0 pulse
time is used to synchronize calorimeter hits to the beam injection on a fill-by-fill basis. This
pulse is from E989 Run 1.

The sync pulse delivered by the laser system before each muon injection provides the

necessary per-fill correction. If there were a known, fixed offset between the sync pulse time

and the beam injection time, the sync pulse along with the fixed offset would be all one

needed to determine tbd for each channel. This is not the case, as there is an additional

per-fill offset between the sync pulse time and the beam injection time originating both from

the non-fixed time difference between the FNAL provided accelerator trigger and the beam

injection and from the independence of the clocks used by the calorimeter digitizers and
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the laser control board. This offset is measured by feeding an additional laser fiber into a

scintillating entrance counter, called the T0 (pronounced T-zero) counter. The T0 pulses

are recorded with the same type of digitizer used for the calorimeter SiPMs. An example

digitized T0 pulse from E989 Run 1 is shown in Figure 4.17. For each muon fill, the T0

counter provides an independent measurement of both the sync pulse time and the beam

injection time; the difference between these measurements is independent of any trace’s start

time. With a sync pulse measurement in each calorimeter channel, tsd, and a sync pulse to

beam injection time measured by the T0 counter, tbs, the quantity tbd is determined as

tbd = tsd + tbs. (4.14)

The above reasoning assumes that the sync pulse time relative to the beam injection is

the same in all channels. This assumption is violated by variations in laser fiber lengths

and slight differences in firing time among the six laser heads. These effects are not fill

dependent, but are physical differences between channels that remain unchanging in time.

Therefore, they can be included with the channel-dependent time corrections, tc, which then

must account for the combined effects of the pulse shape differences between channels, the

fiber length differences between channels, and the firing time differences between laser heads.

The channel-dependent time correction factors tc can be decomposed into per-crystal

and per-calorimeter constants. The per-crystal offsets, originating from differences in fiber

length and pulse shape, are determined from islands with large pulses in multiple neighbor-

ing crystals. Following the sync pulse alignment, the distribution of pulse-time differences

between each pair of neighboring crystals is measured. A subset of these distributions is

shown in Figure 4.18. A least squares problem is then solved to find the constants that bring

the average time differences between neighbors as close to 0 as possible. This procedure is

successful at bringing most of these mean time differences to within 5 ps of 0 [79].

The per-calorimeter constants accounting for differences between the six laser heads are

found from lost muon coincidence events, such as the one illustrated in Figure 4.15. Again, a

least squares problem provides the constants needed to equalize the time differences between
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Figure 4.18: Hit time differences between neighboring calorimeter channels measured from
positron showers, courtesy of Kim Siang Khaw. The channel-dependent time correction
factors are determined as the values that bring the means of these distributions to 0.

each pair of calorimeters [79]. Finally, the fill-independent, channel-dependent constants tc

are the sums of the per-crystal offsets found from pulse time differences between neighboring

crystals and the per-calorimeter offsets found from lost muon coincidences. The final time

correction applied to each pulse is

t = t′ − tsd − tbs − tc. (4.15)

Not all effects have been accounted for here. For example, the laser fiber that feeds

the T0 counter is longer than the one that feeds the calorimeters. This time difference

does not change on a per-fill basis, and—after applying the per-channel and per-calorimeter

corrections—it is the same for all channels. Global, unchanging time offsets that apply to

all 1296 channels in the same way are not a concern as they do nothing more than shift the

measurement’s overall time origin. The corrections described here provide the needed per-fill
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and per-channel timing alignments.

4.2.7 Clustering

Following the energy and time corrections, template fit results from all channels are expressed

in common, physical units. The term crystal hit refers to fully calibrated template fit results.

Combining crystal hits into best guesses for decay positron impact parameters is the final

reconstruction step. Reinterpreted decay positron objects are called clusters, and the process

that produces them is called clustering.

Clustering is straightforward in most cases. The island shown in Figure 4.9 contains

a single positron impact. A reasonable choice for the interpreted decay positron energy is

the sum of the crystal hit energies found on that island. Regarding the decay positron hit

time, one might take the energy weighted time of all crystal hits in the island or the time

of the largest crystal hit. The two approaches produce very similar results—within 100 ps

generally—because of both the channel timing alignments and the tendency of positron

showers to be mostly contained within a single crystal. Although it provides slightly worse

precision, the time of the crystal hit with the maximum energy was chosen for the analysis

described here. The reason is that using the energy weighted time couples calibration errors

to timing reconstruction errors, whereas using the time of the largest contributing hit does

not.

Although not strictly necessary for the ωa measurement, determining decay positron hit

positions is useful for understanding the recorded data and checking for unexpected system-

atic effects. A logarithmic weighting approach provides the best compromise found so far

between optimizing precision and minimizing the extracted position bias. The reconstructed

horizontal position is determined using the equation [80]

xreco =
∑iwi ⋅ xi

∑iwi
, (4.16)

wi = max(0,W0 + log
Ei

∑j Ej
) . (4.17)
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The sums are taken over crystal hits, the xi are the central positions of the crystals, Ei is the

crystal hit energy for crystal i, and W0 is a free parameter found from simulations and test

beam studies. Larger values of W0 place higher importance on shower tails in determining the

reconstructed position. The optimal W0 value for the E989 calorimeter is approximately 4,

although the optimal value varies with positron energy [80]. Substituting y for x in the above

equation allows for reconstruction of the vertical position. For a 2 GeV positron impact, the

logarithmic weighting approach provides 2 mm position resolution in both the horizontal and

vertical directions.

When multiple positron hits occur in the same island, clustering becomes more compli-

cated. Crystal hits must be correctly assigned to their respective clusters. In most cases,

considering only the crystal hit times suffices. Crystal hits originating from the same positron

impact are expected to be reconstructed very close in time, much closer than the typical is-

land length of 40 ns. In the first step of the clustering algorithm, crystal hits are time sorted.

A crystal hit separated by more than a configurable number of nanoseconds, typically 2.5 ns,

from the previous is considered to be part of a separate positron shower. This sorting pro-

cess, called time partitioning, groups crystal hits by time proximity. Subsequent processing

treats each of these time partitioned groups independently. Figure 4.19 shows an island with

three identified clusters that were separated through time partitioning.

It is possible that two or more positrons will hit the same calorimeter near enough in

time to one another that they are unresolved by the time partitioning. If these close-in-time

positrons hit the same crystal, the template fitter may report a single pulse. There is nothing

the clustering algorithm can do in that case. However, if the positron impacts are spatially

separated, one can leverage the calorimeter segmentation to resolve them. Spatial separation

occurs after time partitioning; its purpose is to use spatial information to resolve any pileup

events remaining after the template fitting and time partitioning.

Spatial separation algorithm development is an ongoing project within the E989 collabo-

ration. As pileup is projected to be the single largest source of systematic uncertainty in the

E989 experiment [37], there is great value in applying varying pileup resolution techniques
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Figure 4.19: An island with three identified clusters. On top are the original SiPM pulses
with their template fits, and on the bottom are the reconstructed cluster positions, energies,
and times.
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and seeking agreement between them. One approach is to not use spatial separation at all.

As discussed in 3.5.2, pileup resolution in the reconstruction software is likely not sufficient

to reach the experiment’s final systematic uncertainty target. Analyzers must apply pileup

subtraction procedures to correct all hit time histograms for residual pileup contamination.

Not using spatial separation has the advantage of simplicity: one need not model correla-

tions between positron energy and hit position when constructing a pileup correction. The

disadvantage is that the size of the required correction will be larger. Different analyzers

have made different decisions regarding this issue.

A simple spatial separation algorithm that performs reasonably well goes as follows:

1. Locate the crystal hit with the maximum energy. Label it a cluster center and record

its energy, Emax.

(a) Looking only at crystals not within a 3×3 grid surrounding a cluster center, find

the crystal hit with the maximum energy. If this crystal hit’s energy is greater

than rcut ⋅Emax, label it a cluster center.

(b) Repeat if a new cluster center was found.

2. Assign each cluster an energy equal to the sum of the crystal hit energies in the sur-

rounding 3×3 grid.

3. Scale these energies, maintaining their relative sizes, so that the sum of all cluster

energies is equal to the sum of all crystal hit energies input to this procedure.

4. Assign each cluster a time equal to the time of its cluster center.

This algorithm searches for large energy depositions far from the crystal with the largest

pulse. The rcut algorithm parameter determines how large of an energy deposition far from

the maximum will be considered a separate cluster. Simulation studies suggest that 12%

is a reasonable value for rcut [81]. This technique works quite well above the 1.8 GeV T-

Method energy threshold. According to the aforementioned simulation study, it resolves
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75-80% of pileup events remaining in the T-Method energy range after template fitting and

time partitioning. Unfortunately, the same simulation revealed that false positives become

a problem at lower energies. Low-energy positrons are more likely to enter calorimeters at

oblique angles and spread their energy across many columns. This algorithm would have

to be adjusted for use in an energy binned or asymmetry weighted analysis including lower

energy positrons. Nevertheless, it is expected that spatial separation will reduce the number

of pileup events by 70-80%.

The reconstruction process described here is sequential and modular. It moves unidi-

rectionally from template fitting to calibrations and corrections to clustering. The output

from each step is recorded so that intermediate steps can be reconfigured and run again

without the need to repeat the entire reconstruction process. Given that template fitting is

the most computationally intensive calorimeter reconstruction task, it is convenient to be

able to apply improved calibration constants without having to rerun the template fitting.

Additionally, the reconstruction path can fork. Current E989 production jobs have two in-

dependently developed clustering modules that run on the same crystal hits. The respective

output clusters are consumed by different analysis groups.

4.3 Beam Tests

Prototype calorimeters were characterized through four test beam experiments: three at

SLAC’s End Station Test Beam Facility (ESTB) and one at INFN Frascati’s Beam Test

Facility (BTF). These tests guided calorimeter design decisions, provided key measurements

of the calorimeter response not easily obtainable in situ, and built confidence in the calorime-

ter’s overall performance. Each prototype of incrementally increasing complexity served to

test or measure a different aspect of the calorimeter. The final test beam experiment featured

a production calorimeter that was then transported to FNAL and installed. The author of

this dissertation played a leading role in all four test beam experiments. Their setups and

key findings will now be described.
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4.3.1 November 2013 SLAC Test Beam Experiment

Figure 4.20: Prototype calorimeter from the November 2013 SLAC ESTB test beam exper-
iment. The smaller crystals were coupled to SiPMs and the larger crystals to PMTs.

The first SLAC test beam experiment occurred in November 2013. The prototype

calorimeter consisted of four 2.5 cm×2.5 cm×14 cm PbF2 crystals, the same dimensions used

in the production calorimeters, and five larger 3 cm×3 cm×14 cm PbF2 crystals. The smaller

crystals were coupled to SiPMs with early versions of the custom built electronic readout

board described previously. The larger crystals were coupled to commercial photomultiplier

tubes. The SiPMs were optically coupled to their respective crystals with NuSil LS-5257

optical grease. Bicron BC-630 optical grease was used for the PMTs. This early prototype

is shown in Figure 4.20.
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ESTB provides a narrow electron beam with tunable energy and rate. The objective of

this first test beam experiment was to verify that PbF2 exhibits a light yield and energy

resolution sufficient for the needs of the E989 ωa measurement. The ESTB beamline was

configured to deliver on each pulse a Poisson distribution of electrons with a mean value of

1. The beam’s transverse size was between 1 mm and 2 mm in x and y, with a slight energy

dependence. Additionally, the facility provided a remotely movable table that enabled the

adjustment of the position of the detector under test in both the horizontal and vertical

directions. This facilitated tests of the position dependence of the prototype detector’s

response to the electron beam. The beam pulse rate varied between 5 Hz and 10 Hz. In

the November 2013 test, the accelerator provided electron energies ranging from 2.5 GeV

to 4 GeV. This energy range is similar to that used in the ωa analysis, although it extends

beyond the 3.1 GeV endpoint. Single electron events were selected for analysis. The details

of the measurements and their results will not be described here as they were repeated more

carefully and reliably at the following test beam experiment. Nevertheless, the November

2013 test beam was a significant landmark in the E989 calorimeter’s development history as

it provided the first confirmation that the PbF2 calorimeter would meet the requirements of

the ωa measurement [37].

4.3.2 July 2014 SLAC Test Beam Experiment

The second SLAC calorimeter test occurred over two weeks in July 2014. This section is

adapted from the resulting publication [69]. The tested prototype comprised 28 production

geometry 2.5 cm×2.5 cm×14 cm PbF2 crystals arranged in a four high by seven wide array, see

Figure 4.21. Every crystal was coupled to a SiPM with the same dimensions and pixel count

as those used in the production experiment. An early version of the SiPM electronic readout

board was used. Objectives of this test included measuring the energy dependence of the

calorimeter energy resolution, the impact position dependence of the calorimeter response,

and the effect of different crystal wrappings. It was expected that wrapping crystals in a

white, reflective paper would improve the light yield but increase the pulse width relative to
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Figure 4.21: Prototype calorimeter from the July 2014 SLAC ESTB test beam experiment.
All crystals were coupled to SiPMs. The crystals in the 4×4 group on the left were wrapped
in reflective white Millipore paper, whereas the remaining crystals in the 4×3 group on the
right were wrapped in absorptive black Tedlar.
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a dark, absorptive wrapping. To enable a measurement of the wrapping effect, each crystal in

the first four consecutive columns was wrapped in a single, non-overlapping layer of reflective

white Millipore® paper, whereas each crystal in the remaining three columns was wrapped

in matte black absorbing Tedlar™. The Millipore Immobilone-P is a polyvinylidene fluoride

membrane with 0.45µm pores, and it is a Lambertian (diffusive) mirror. The upstream face

for all crystals was left unwrapped to permit the injection of light from a prototype laser

calibration system. Millipore wrapped crystals will be referred to as white-wrapped and

Tedlar wrapped crystals as black-wrapped.

SiPM pulses were recorded with high-speed waveform digitizers. For most studies, the

SiPMs coupled to the 16 white-wrapped crystals were digitized using a 12-bit CAEN DT5742

switched capacitor desktop digitizer sampling at 1 GS/s, while eight of the black-wrapped

crystals were digitized using a 12-bit Struck SIS3350 digitizer sampling at 0.5 GS/s. These

digitization rates are both similar to the 800 MS/s digitization rate used by the custom

E989 digitizers and enabled the application of the template building and template fitting

procedures described in Section 4.2.

A key component of the July 2014 test was the prototype laser calibration system, driven

by a PicoQuant LDH-P-C-405M pulsed diode laser. Laser light passed through a diffuser

system—both an integrating sphere and an engineered diffuser were tested—and into an

optical fiber bundle consisting of 30 fibers. A remote controllable neutral density filter wheel

was placed between the laser beam and the diffuser. The emitting ends of the optical fibers

were coupled via SMA connectors to a port in front of each crystal, allowing for calibration

and gain tracking of each individual calorimeter channel. See Figure 4.22 for an illustration

of this setup and a crystal numbering scheme that will facilitate discussion of the subsequent

tests.

Each SiPM was calibrated using the photostatistics technique described in Section 4.1.3.

After pulse-integrals were converted to numbers of pixels fired (pe), a correction was applied

for pixel saturation effects following Equation 4.2. This correction improved the calorimeter

linearity. Light yield and energy resolution were then measured for both the white-wrapped
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Figure 4.22: Diagrammatic representation of the July 2014 prototype calorimeter. Crystals
1-16 were wrapped in white Millipore paper. Crystals 17-28 were wrapped in black Tedlar.

and the black-wrapped crystals. The measurement was conducted with beam energies rang-

ing from 2 to 4.5 GeV. With the numbering defined in Figure 4.22, characteristics of the

white and black-wrapped crystals were measured by aiming the electron beam into crystals

11 and 24, respectively.

Offline analysis after the fact revealed that one quarter of the pixels in SiPM 24—the

central SiPM in the black array—were not functioning and therefore were not being included

in the final stage of amplification. This amounted to an effective decrease in light yield to

75% of what it would have been had the SiPM been operating correctly. All pe values

calculated for SiPM 24 were increased by a factor of 4/3 to correct for this effect.

For every beam event, the pulses in each of the nine crystals within a cluster were con-

verted into pe and summed together. As shown in Figure 4.23, the measured pe distribution

was not symmetric; it displayed a low-energy tail from incomplete longitudinal shower con-

tainment. The effective mean values were extracted from Gaussian fits over an asymmetric

fit region.

A linear relationship between pe extracted from the fit and the beam energy in the range

from 3 to 4.5 GeV was found. The resulting slope was (1.45±0.05) pe/MeV with an offset of

(−80±200) pe for the white array and (0.76±0.04) pe/MeV with an offset of (−150±160) pe for

the black array. These values were consistent with expectation and previous measurements.
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Figure 4.23: The total number of fired pixels measured among nine white-wrapped crystals
arranged in a 3×3 grid centered on crystal 11 when a 3.5 GeV electron impacts the center.

Energy resolution, defined as σE/
√
E, is expected to improve at higher energies as the

contribution from discrete photon statistics decrease with 1/
√
E. Fluctuations in the elec-

tromagnet shower containment within a finite sized detector also contribute to energy reso-

lution. According to geant4 calculations, containment fluctuations introduce an additional

1.5% contribution to the prototype calorimeter’s energy resolution. This contribution does

not change significantly over the range of beam energies provided by the SLAC accelerator.

Assuming discrete photon statistics and containment fluctuations are the dominant contri-

butions to the energy resolution, energy resolution should change with energy according

to

σE
E

=

√

(1.5 %)2 +
a2

E/GeV
. (4.18)

Energy resolution was measured at each beam energy. The resulting energy resolution

versus energy curves were fit with the above function. The fits yielded a = (3.4± 0.1)% with

a reduced χ2 of 10.6/8 for the white array and a = (5.0±0.3)% with a reduced χ2 of 3.5/4 for
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the black array, see Figure 4.24. The data points were extracted using the aforementioned

asymmetric Gaussian fits to the pe distributions measured at each beam energy.

The obtained a term values are dominated by the photostatistics contributions predicted

from the light yield values. Any remaining contributions to the energy width can be assigned

to uncertainties in the calibration of various SiPMs together with position fluctuations of the

beam. In principle, the momentum width of the beam can contribute to the constant term,

which was held fixed in the fit. SLAC asserted that the beam’s momentum width was less

than 1%.

Energy [GeV]
2 2.5 3 3.5 4 4.5

/E E
σ
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Figure 4.24: Energy resolutions of 3×3 arrays of PbF2 crystals with black and white wrap-
pings as a function of energy. Fit functions are of the form described in the text. The
blue dashed line is the result of correcting the black-wrapped curve for dead SiPM channels
discovered after the fact.

The energy resolution measurement for the black-wrapped array suffered because of the

dead quadrant in SiPM 24; lower crystal coverage results in an increased variance of the

photostatistics term. While one can correct the light yield by increasing the measured pe in

SiPM 24 by 4/3, the increased weighting does not account for the increased photostatistics
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Table 4.3: Summary of results for 3× 3 arrays. Note the Tedlar-wrapped array’s energy
resolution has been corrected following the procedure described in text.

Millipore Tedlar

Light yield [pe/MeV] 1.45 ± 0.05 0.76 ± 0.04

Resolution [%/
√
E/GeV] 3.4 ± 0.1 4.6 ± 0.3

contribution to the relative variance, which behaves as 1/Npe, where Npe is the mean number

of photoelectrons detected by the array.

The correction process to account for the dead quadrant can be separated into two con-

ceptual steps. First, the obtained photostatistics contribution is subtracted quadratically

from the energy resolution. Next, the expected photostatistics contribution is added back

in. Let Ltot be the total light yield of the 3×3 array in pe/GeV and fc the fraction of Ltot

collected in the central crystal with a fully working SiPM. The value for fc in the black-

wrapped array is 0.85, and Ltot is 760 pe/GeV. The obtained photostatistics contribution to

the relative variance when 3/4 of the central SiPM is in operation is [ELtot(
3
4fc + 1 − fc)]−1.

The expected contribution if all channels are operating is (ELtot)
−1. Because the photo-

statistics contribution to the relative variance is of the form E−1, the described procedure

corrects a in the energy resolution expression. Therefore, the result acorrected = (4.6 ± 0.3)%

is obtained. Table 4.3 contains a summary of the light yield and energy resolution results.

The last July 2014 test beam finding that will be discussed here pertains to measured

pulse shape differences between black-wrapped and white-wrapped crystals. Recall from

Section 4.2.3 that the template fitting procedure is predicated on the assumption that SiPM

pulse shapes do not change, at least not with a fixed light source. Recall also that pulse

shapes do in fact vary slightly with positron or electron impact position. An important test

beam finding was that pulse shapes vary far more with impact position for white-wrapped

crystals than they do for black-wrapped crystals. The prototype SiPM boards used in the

July 2014 test provided much wider pulses than those ultimately achieved with the final
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readout board. With these wide pulses, no pulse shape dependence on impact position

was detected for black-wrapped crystals. Conversely, for white-wrapped crystals the pulse

full width at half maximum increased by 50% as the electron beam moved from the center

of one crystal to the center of that crystal’s neighbor. This result is shown qualitatively

in Figure 4.25 and quantitatively in Table 4.4. As the template fitter’s pileup resolving

capabilities are diminished by such large pulse shape variations, black wrapping was selected

for the production calorimeters despite its lower light yield. Additional studies from the July

2014 test beam experiment, such as those pertaining to impact position and impact angle

dependence of the calorimeter response, are discussed in the article by Fienberg et al. [69].
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Figure 4.25: Pulse shape dependence on electron impact position for different crystal wrap-
pings. The left is a white-wrapped crystal, and the right is a black-wrapped crystal. There
is a large effect in the white-wrapped case. Numbers refer to the horizontal distance between
the electron beam impact position and the center of the crystal in question.

4.3.3 March 2016 Frascati Test Beam Experiment

In March 2016, a test beam experiment was conducted at Laboratori Nazionali di Frascati’s

Beam Test Facility (BTF). Unlike the previous SLAC efforts, which were intended to char-

acterize the PbF2 and SiPM responses, this experiment was designed primarily as a test of

the laser calibration system. Specific objectives were to test the final version of the complete

calibration system chain and to measure the equivalent energy, in units of MeV, delivered
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Figure 4.26: Prototype calorimeter tested at Laboratori Nazionali di Frascati’s Beam Test
Facility (BTF) in March 2016. There are five PbF2 crystals; the outer corners of the array
are Plexiglass dummies.
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Table 4.4: Pulse full width at half maximum evolution during the position scan shown in
Figure 4.25. “Distance from Beam” of 0 indicates that the beam is hitting the center of a
crystal. The scan is performed horizontally from that point.

Distance from Relative FWHM

Beam [mm] Millipore Tedlar

0 1 1

5 1.01 ± .01 1.01 ± .02

10 1.05 ± .02 1.02 ± .02

15 1.17 ± .01 1.02 ± .03

20 1.40 ± .01

25 1.52 ± .02 0.96 ± .05

by the laser system to the calorimeter SiPMs. Specific details regarding the laser system’s

components and configuration are available in the technical publication resulting from this

test [71]. The general configuration is as described before: a pulsed diode laser beam is split

between a set of source monitors and a fiber bundle, which proceeds to deliver light to each

SiPM and to a set of local monitors.

The test calorimeter consisted of five production geometry PbF2 crystals in a cross ori-

entation, see Figure 4.26. In addition, four Plexiglass dummy crystals completed the 3×3

grid. Four of the five crystals, including the center of the cross, were wrapped in black paper.

The remaining crystal was wrapped in white. In contrast to the previous tests that have

been described, SiPMs were glued to the rear crystal faces rather than coupled with optical

grease. Glue provides better long term stability in optical coupling compared to grease and

was used in production calorimeters as well. The final version of the SiPM readout boards

were available and used in this test.

The BTF electron beam delivers pulse energies between 100 and 500 MeV, significantly

lower than the energies provided by SLAC. These energies are common among E989 decay
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positrons, so the opportunity to measure the calorimeter response to them was quite valuable.

As with the previous tests, SiPM waveforms were digitized and reconstructed with template

fits, and absolute calibrations in terms of pe were conducted using the discrete photon

statistics technique. A light yield of 0.9 pe/MeV was measured for the black-wrapped crystals

using single 450 MeV electrons. This value is about 10% higher than what was measured

in the 2014 SLAC test. As different crystals were used in each test, a small difference is

not surprising given the varying PbF2 optical properties introduced by the manufacturing

process. 7.1% energy resolution was achieved, consistent with the curve measured at SLAC

extrapolated down to 450 MeV.

Knowing the calorimeter’s light yield, one can express the laser pulse energy in terms

of equivalent electron or positron MeV. The result obtained at BTF was about 800 MeV,

meaning that a laser pulse on average results in the same number of fired pixels as an

electromagnetic shower from an 800 MeV electron or positron. The amount of light split to

the source monitors relative to the calorimeter was not the same at the test beam as in the

production system. Correcting for this known difference, the maximum equivalent energy

providable to each calorimeter channel by the production laser system was projected to be

approximately 10 GeV. This result was favorable as it confirmed the laser system’s capability

to deliver to each and every calorimeter channel pulses with equivalent energies spanning

the entire range expected from decay positrons in the E989 experiment. This capability was

later confirmed in the production system.

4.3.4 June 2016 SLAC Test Beam Experiment

The final SLAC test beam experiment was conducted in June 2016 and featured a full pro-

duction calorimeter, see Figure 4.27. Final versions of the laser light distribution, electronic

readout, and data acquisition as described in Section 4.1 were all included in the setup.

Besides serving as a necessary test of the full E989 calorimeter system, SLAC provided a

unique opportunity to practice the difficult task of equalizing and calibrating the 54 calorime-

ter channels. At SLAC, calibration constants can be obtained by aiming the beam into the
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Figure 4.27: The inside of the production calorimeter tested at SLAC in June 2016. There
are 54 PbF2 crystals, each black-wrapped, in a 6×9 array. The crystals are all to the right
side of the photo; most of the space inside the calorimeter housing is dedicated to electronics.

center of each crystal and measuring its energy response. These constants can then be com-

pared to results from a photostatistics calibration. Additionally, as the longest of all the test

beam experiments, the June 2016 SLAC run was ideal for testing the efficacy of long term

gain corrections.

Calibrations were conducted in multiple stages. First, calibration constants in units of

pe/pulse-integral were measured through a photostatistics calibration. The programmable

gain amplifiers on each SiPM readout board were then adjusted in an attempt to equalize

the responses of all channels. This process was repeated a number of times. After the

final iteration, all but one of the 54 pe/pulse-integral constants were within ±5% of the

mean. A 3 GeV electron beam was then scanned across the face of all 54 crystals. With

a perfect calibration, the observed beam energy should be independent of the crystal used

to measure it. Some crystals were not usable in this analysis because of issues with the

data taking process. Of those that were included, most calibrated responses were within

5% of the mean. A few crystals, however, deviated by more than 10% from the mean, see

Figure 4.28. This result represents the best achieved calibration using the photostatistics

technique, which is unable to account for differing optical properties and SiPM efficiencies
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between channels. The lost muon technique outlined in Section 4.2.5 was later developed

to further improve the energy calibration procedure. Many hours elapsed over the course of

this scan, and thus the application of long term gain corrections was necessary.
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Figure 4.28: Crystal by crystal response to a 3 GeV electron. Most are within 5% of the
mean, but a few deviate by more than 10%. Shown here is the number of pe observed within
a single channel, not a pe sum over all channels.

Long term gain corrections were derived from laser pulses in the calorimeter SiPMs and

source monitors following the procedure described in Section 4.1.3. During stable periods of

running, these corrections were in general quite effective. Figure 4.29 depicts the calorimeter

response over a continuous 7-hour running period before and after applying long term gain

corrections. The electron beam energy was 3 GeV during this measurement. It was typical

during the SLAC run for SiPM temperatures to vary by up to 1○C over a period of 7 hours.

Mean temperatures varied from day to day, following the weather. Gain drifts on the order

of 1% to 10% are expected to result from such temperature changes. Figure 4.29 shows the

uncorrected calorimeter response drifting by 3% over the first five hours of the measurement.

The overall offset between the uncorrected response and the corrected response indicates that
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the temperature averaged across the 7-hour measurement was lower than the temperature at

the time of the previous absolute calibration. After gain corrections, the calorimeter response

was stable to better than 0.1% per hour.
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Figure 4.29: The June 2016 test beam calorimeter’s energy response to a 3 GeV electron beam
over 7 hours, with and without gain corrections. The source monitor corrections referenced
in the legend account for drifts in the energy of the laser pulses used to measure calorimeter
channel gains. Including the source monitors improves the result. With all corrections in
place, the calorimeter response is stable to better than 0.1% per hour.

The June 2016 SLAC test beam experiment was an invaluable test of the complete

calorimeter system. It provided an opportunity to vet near-final versions of the calorimeter

hardware, temperature and gain monitoring and control software, reconstruction techniques,

the data acquisition system, and the laser calibration system. Most of these tests have

not been described here. At the end of the run, the detector team was confident that the

calorimeter as designed would meet—and in many cases exceed—the demands of the ωa

measurement. The months following the June 2016 test beam were consumed by the con-

struction, quality control, and installation of the 24 production calorimeters.
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Chapter 5

COMMISSIONING

E989 is a precision experiment; success depends on accumulating a dataset large enough

to reach the target statistical uncertainty and varied enough in its conditions to explore

the major systematic effects. To measure the anomalous precession frequency with 100 ppb

statistical precision, the ultimate dataset must contain over 1011, one hundred billion, high-

energy decay positrons. Table 2.5 presents an estimate of how long it might take to collect

such a dataset. The number of detected high-energy decay positrons per fill, proportional to

the number of stored muons per fill, is a key ingredient in this calculation. The experiment’s

running time scales directly with this number. At the design rate of 1000 high-energy decay

positrons per fill, one to two years of running is sufficient. At 500 high-energy decay positrons

per fill, the experiment would take two to four years. With rates much lower than that, the

experiment’s target precision begins to slip entirely out of reach. Therefore, as soon as the

FNAL particle beam was available, the E989 collaboration directed all effort to the vital

project of assessing and optimizing the experiment’s muon injection and storage efficiency.

5.1 Summer 2017 Commissioning Run

FNAL’s accelerator division first delivered beam to the E989 experiment on May 23, 2017.

On May 31, particles were successfully injected through the inflector magnet and traveled

a full rotation around the storage ring, producing signals in all 24 calorimeters. The accel-

erator shut down for the summer on July 7, 2017. During the short intervening five week

commissioning run, E989 reached many milestones. Included among these are the first stored

muons, the first ωa, the first momentum distribution measurement, and the first observations

and measurements of beam dynamics in the storage ring. Time was divided between tuning
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the injection beamline and tuning the storage ring. Tuning in both cases refers to varying

operational parameters of components such as power supplies and pulser timings to optimize

the number of particles delivered to the experiment and the fraction of incoming particles

that are successfully stored. As storage ring tuning depends on a stable injected beam for

reliable diagnostic feedback, tuning the ring and tuning the beamline are generally mutually

exclusive tasks. Furthermore, the accelerator division often uses signals from the storage

ring to guide their efforts and thus prefers that the storage ring be kept as stable as possible

during their tuning sessions.

At the time of the summer 2017 commissioning run, transmission through the delivery

ring had not yet been optimized. Recall from Chapter 2 that the delivery ring allows for

proton removal using time-of-flight separation. To avoid beam losses, excepting a few dedi-

cated tests, the delivery ring was bypassed entirely throughout the run. Consequently, with

a shorter beamline and no proton removal, the injected beam contained a large number of

protons and pions. The ratio of protons to muons was approximately 60 to 1. For the most

part, when the storage ring is tuned to store 3.1 GeV muons it will also stored 3.1 GeV pro-

tons. One need only adjust the kicker pulse time to account for the time-of-flight difference

between muons and protons, the latter being more massive and therefore slower. To leverage

the higher statistics provided by the large number of injected protons, storage studies were

conducted with the aim to maximize the number of stored protons. For studies requiring

muons, the kicker pulse time was adjusted earlier from the proton storage optimum by a

known offset of about 60 ns. While other detectors, such as beam profile monitors (fiber

harps) and trackers, provided invaluable information during the commissioning run, the dis-

cussion here will focus on results obtained using the calorimeters. The efforts of the summer

2017 commissioning run will be described in some detail as the author of this dissertation

was on-site throughout.
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5.1.1 Storage Diagnostics

Online diagnostic tools provide real time feedback regarding beam storage. As soon as an

event is available from the data acquisition system, it is shipped through a local network to

a dedicated data quality monitoring (DQM) computer and subjected to a simplified version

of the reconstruction procedure described in Chapter 4. Interactive monitoring web pages

containing plots and tables update as new data becomes available. The DQM event pro-

cessing time is usually less than 100 ms. Such immediate feedback is quite useful in tuning

exercises where optimal beam storage settings must be found empirically.

The calorimeter reconstruction produces a collection of calorimeter hit times, energies,

and positions. Varying derived plots and variables are all different manipulations of these

hit times and energies. For example, a number of scalar variables found useful throughout

commissioning are constructed simply by counting hits within a fill that pass certain time

and energy cuts. One such variable was named decay positrons, and it counts high-energy

decay positrons relatively late in time. Typically it is calculated as the number of hits found

later than 30µs after beam injection and with energies greater than 1.8 GeV, though the

exact values of these cuts changed throughout the commissioning run. The decay positrons

variable is a very clean signal for measuring muon storage efficiency as there are no other

sources of high-energy hits besides muon decays, and almost all muons in the ring after 30µs

will remain stored until they decay. Its exact value is also meaningful as it is designed to

use the same cuts as a T-Method analysis; it should be approximately 1000 per fill after

achieving the experiment’s design storage rate. Accounting for calorimeter acceptance, the

muon decay energy distribution, and the boosted muon decay lifetime, 6% of stored muons

will result in calorimeter hits satisfying the decay positrons time and energy cuts.

Storage studies during the summer 2017 commissioning run were conducted primarily

with protons. Protons do not produce high-energy calorimeter hits. When a proton hits

a calorimeter, it acts as a minimum ionizing particle and typically travels straight through

without depositing much energy. Proton hits are usually reconstructed with energies near
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200 MeV, although there is a high-energy tail. The signal for muon storage efficiency comes

from positrons produced by muon decays in flight. Protons, being stable particles, orbit in

the storage ring “forever” and produce no signal in the calorimeters. To obtain a suitable

signal for measuring proton storage efficiency, protons must be deliberately ejected from the

ring. This was accomplished by ramping down the electrostatic quadrupoles, which provide

vertical focusing. As the quadrupoles are ramped down, each particle’s vertical betatron

oscillation amplitude grows until the particle leaves the storage region and is lost. Many of

these particles scatter off of some material, lose energy, curl inwards in the magnetic field,

and strike a calorimeter. See Figure 5.1 for two examples of calorimeter hit time spectra from

runs where the quadrupoles were ramped down during the data acquisition window. The

procedure for storage studies with protons was to ramp down the quadrupoles a few hundred

microseconds after beam injection and count the number of resulting calorimeter hits. Any

proton still in the ring when the quadrupoles are turned off, hundreds of microseconds after

beam injection, can safely be considered as stored. While it is not clear exactly what fraction

of stored protons will result in a calorimeter hit when the quadrupoles are turned off, it is

surely the case that the more stored protons there are the more such hits there will be,

which is all one needs from a diagnostic tuning variable. The primary variable used for

proton storage optimization was named proton launch; it is the number of calorimeter hits

after the quadrupole ramp down.

Two controllable parameters that have a large effect on storage rates are the inflector

magnet current and the kicker pulse timing. The inflector current affects the size of the

residual magnetic field inside the inflector channel through which all injected particles pass.

Different inflector magnetic field values result in different transverse injection angles relative

to the ideal orbit. The injection angle changes the efficacy of the kick and thus the storage

efficiency. The inflector current resulting in optimal storage depends on the properties of

the beam delivered by the accelerator. For example, if the beam arrives with some nonzero

average transverse angle, a different inflector current may be needed to compensate. Kicker

pulse timing variation is needed primarily to ensure that the kicker fires when the injected
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Figure 5.1: Online displays of calorimeter hit times with different quadrupole ramp down
times. Clock ticks are 1.25 ns. The spike at early times is the beam injection. The following
long tail is a combination of muon decays and particle losses. The large enhancement at late
times occurs when the quadrupoles are slowly turned off and all stored particles are ejected
from the ring. On the left, the quadrupoles begin to turn off at about 270,000 clock ticks
and, on the right, they begin to turn off at about 380,000 clock ticks. This late time signal
was used for storage tuning in the 2017 E989 commissioning run.

beam is physically passing the kicker plates. The E989 kicker pulse is not an ideal square

shape, so fine time adjustments are also needed to empirically determine the best alignment

between the kicker pulse shape and the injected beam’s time profile. As with the inflector

current, the optimal kicker pulse timing depends on properties of the injected beam, which

change each time the accelerator division tunes the beamline. As beamline tuning was a

routine activity during the commissioning run, so were kicker timing scans and inflector

current scans. The objective of these scans was to find the inflector current and kicker

timing settings that yielded the largest measured proton launch and decay positrons.

For an interesting piece of history, see Figure 5.2. This figure shows the results of the first

ever E989 inflector current and kicker timing optimization scans. The scans took place in

the early hours of June 9, 2017. Clear storage optima were found for both parameters, with

the expected offset between optimal kicker timing for muon storage and for proton storage.
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Figure 5.2: The first E989 kicker timing and inflector current scans, conducted in the early
morning of June 9, 2017. Inflector current is in units of amperes. The diagnostic variables
proton launch and decay positrons are described in the text. All clusters counts all calorime-
ter hits later than one microsecond after beam injection. Beam splash refers to a measure of
the initial pulse seen in all calorimeters at injection time, and it is used as a normalization to
remove the effect of varying injected beam intensity. Decay positrons measures muon storage
and proton launch measures proton storage. As expected, the kicker pules timing for optimal
muon storage is approximately 60 ns earlier than it is for optimal proton storage.

5.1.2 First ωa Measurement

On the evening of June 10, 2017, the E989 kicker timing was configured for muon storage.

Muon data collection occurred throughout the night, and the resulting dataset was analyzed

the following morning. T-Method analysis of the calorimeter hits yielded an ωa measurement

with 0.1% precision; approximately 10,000 hits passed the 1.8 GeV energy cut, see Figure 5.3.

This was a celebrated achievement, coming less than two weeks after the first beam injection

through the inflector magnet. The storage rates, however, were nowhere near where they

needed to be. At the E989 design storage rate, it would take less than one second to collect

10,000 high-energy positrons. On June 10, 2017, it took an entire night. This was not a

complete mystery, as neither the beamline nor the kickers nor the quadrupoles were operating

at full power. Nevertheless, it served as a reminder of how much work was left to be done.
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Figure 5.3: The first E989 precession frequency measurement, with 10,203 detected high-
energy positrons. The dataset used for this measurement was collected on the night of June
10 and the morning of June 11, 2017. The graph is a piece of E989 history and was signed
by many members of the collaboration.

5.1.3 Vertical Beam Position and Radial Fields

The storage ring’s magnetic field is not purely in the vertical direction. At the level of 10 ppm

relative to the 1.5 T storage field, there are also radial and longitudinal field components with

azimuthally varying strengths. Subject to the Lorentz force, charged particles orbiting the

storage ring will be shifted vertically in the presence of radial magnetic fields. Equating the

force exerted by the average radial field to that exerted by the vertically focusing quadrupoles,

one finds that a nonzero average radial magnetic field will shift the equilibrium orbit vertically
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according to [82]

∆y

R0

=
1

n
⋅
Br

B0

, (5.1)

where R0 is the storage ring radius, n is the field index defined in 3.3.1, and Br is the

azimuthally averaged radial field. Prior to the 2017 commissioning run, the average radial

field was measured to be 70 ppm [83]. With typical n values on the order of 0.1, a 70 ppm

average radial field will shift the equilibrium orbit by about 5 mm. This is not desirable

because it effectively reduces the available storage volume, and because it complicates the

treatment of systematic effects such as the pitch correction and the electric field correction.

The E989 storage ring features a correction mechanism for handling nonzero average

radial fields. Concentric current coils above and below the vacuum chambers, called surface

coils, are capable of producing an azimuthally uniform radial field by passing current in

opposite directions above and below [37]. The surface coils are another important tool in

the tuning and commissioning endeavor, and a number of surface coil current scans were

conducted during the commissioning run.

The results from a typical surface coil current scan are shown in Figure 5.4. In this scan,

completed in June 2017, data was collected at varying surface coil current settings. At each

setting, the calorimeter data was analyzed and the vertical reconstructed position, averaged

over all calorimeters, was recorded. The expectation was that the average radial field, and

accordingly the beam’s average vertical position, would change linearly with the surface coil

current. That is exactly what was observed. The same measurement was conducted using

retractable beam profile monitors and consistent results were obtained. The surface coils

were capable of compensating for the nonzero average radial magnetic field and centering

the stored particle beam.

5.1.4 Lost Proton CBO Studies

In addition to maximizing the number of stored particles, another tuning objective was

to reduce the observed coherent betatron oscillation (CBO) amplitude. As discussed in
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Figure 5.4: Surface coil current scan conducted in June 2017. The objective was to find the
current setting that brought the stored beam as close to the vertical center of the storage
volume as possible. Vertical positions shown in this graph are reconstructed from calorimeter
hits. The optimal setting was found to be 260 mA, in agreement with the result obtained
using beam profile monitors.

3.3.5, the CBO frequency appears in calorimeter hit spectra and complicates the precession

frequency fitting. An optimal injection followed by an optimal kick will both maximize

storage efficiency and minimize the CBO amplitude. Conversely, a sub-optimal kick will

leave the beam centroid offset from the center of the storage region and create a large

coherent oscillation. The quadrupole high voltage setting determines the CBO frequency.

The CBO frequency is easily observed in the hit time spectrum of protons lost from the

storage ring, obtained by selecting calorimeter hits in the energy range from 100 MeV to

500 MeV. Losses are generally induced when particles scatter off of material positioned just

outside of the storage region. This is most likely to occur when a particle reaches an extrema
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of its oscillation about its equilibrium orbit. Furthermore, unlike with decay positrons, the

lost proton time spectrum does not contain any other oscillations with comparably large

amplitudes. The lost proton time spectrum, Lp(t), fit well to a function of the following

form

Lp(t) = N0e
−t/τL [1 +ACBO cos(ωCBOt − φ0)] . (5.2)

During the 2017 commissioning run, the lost proton CBO amplitude, ACBO, was between

20% and 50%, depending on the particular data taking configuration. The loss lifetime, τL,

also varied quite a bit throughout the run but was generally between 50µs and 80µs. See

Figure 5.5 for an example lost proton spectrum fit to the above function.
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Figure 5.5: A lost proton time spectrum from the summer 2017 commissioning run. The
large peaks at early times are caused by scraping, which is when the quadrupoles are charged
asymmetrically to force early losses of particles at the edges of the storable phase space. The
transition is when the quadrupoles are ramped from the scraping potential to the measure-
ment potential. The last period is the measurement period, in which the time spectrum is fit
for the CBO frequency and amplitude. The listed measured parameters are the CBO period,
the quadrupole field index, and the CBO amplitude.

Lost proton measurements enabled convenient, calorimeter based extractions of CBO

amplitudes and frequencies for all tested kicker and quadrupole high voltage configurations.

Expectations were that the CBO frequency would be primarily determined by the quadrupole
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high voltage, which sets the field index, and the CBO amplitude would be primarily deter-

mined by the kicker strength, which sets the initial phase space conditions of the stored

beam. Following the derivations and definitions in Section 3.3, the quadrupole field index,

n, should be directly proportional to the quadrupole high voltage. The CBO frequency is

related to n by

ωCBO = (1 −
√

1 − n)ωc, (5.3)

where ωc is the cyclotron frequency for the same momentum. It should be noted that, because

of their larger mass and accordingly smaller velocity, protons take longer than muons to orbit

the ring and thus ωc for protons is about 5% lower than it is for muons. Similarly, as the

definition of n given in Equation 3.10 is inversely proportional to particle velocity, n for

protons is about 5% larger than it is for muons.

The expected relationships between quadrupole high voltage and n and between n and

ωCBO were confirmed experimentally, both with the calorimeters and with the beam profile

monitors. The CBO amplitude, however, appeared to be independent of the kicker high volt-

age setting. This unexpected observation was confirmed with multiple detector systems. As

all models and common sense had predicted that increasing the kicker strength would reduce

the CBO amplitude, finding the CBO amplitude to be independent of kicker strength—even

when the strength was reduced by a factor of 4—was quite curious. At the time of this test,

kicker high voltage calibration was still a work in progress, and the kick strength in absolute

units of kV or G was not well known. The only way to reproduce the kicker strength scan’s

result with simulations and models was to posit a kick strength more than a factor of 2 be-

low the design value. With kicks that weak, the CBO amplitude plateaus at approximately

20 mm, the apparent maximum value that can be sustained while still storing beam [84].

Thus, an important finding of the kicker strength scan was that the applied kick was drasti-

cally weaker than intended. It was unclear exactly how far there was to go, but the evidence

suggested that at least a factor of 2 increase in strength was needed to reach the design value

and achieve an optimal kick.
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5.1.5 Final Storage Rates

E989’s first commissioning run ended on July 7, 2017. Despite the many achievements and

successes of the run, the best achieved storage rates painted a grim picture. The experiment

had achieved 30 high-energy decay positrons per fill, 33 times fewer than the 1000 high-

energy decay positrons per fill that were designed for. A factor of 4 improvement was

expected from increased beam intensity on the pion production target, but that still left

close to a factor of 10 that had to be recovered from improved transmission efficiency along

the injection beamline and improved performance of the storage ring itself. Regarding the

storage ring, increasing the kicker strength was a clear priority toward which significant

effort was expended. Beyond that, during the interim between the summer 2017 accelerator

shutdown and the resumption of operations the following November, lessons learned from

the first commissioning run were applied to the improvement of virtually all aspects of the

E989 experiment.

5.2 2017-2018 Commissioning

Beam returned to the E989 experiment in November 2017. The collaboration quickly re-

established conditions from the end of the previous run and resumed its efforts to increase

storage efficiency. Unlike the summer 2017 commissioning run, which lasted only five weeks,

the 2017-2018 run extended from November 2017 through July 2018, about eight full months

of running. Delivery ring proton removal was successfully demonstrated early on and used

throughout the run. The number of high-energy decay positrons per fill was 30 in November,

200 in February, 400 in March, and passed 500 in May. By the end of the run, the exper-

iment was consistently measuring 600 high-energy decay positrons per fill. In March, the

experiment’s leadership declared that storage rates were sufficient to obtain a meaningful

physics result and declared the start of Run 1 physics data collection.

The 2017-2018 commissioning will not be described in detail. While much of the col-

laboration worked to bring muon storage rates to level required for the target aµ precision,
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Figure 5.6: Accumulated statistics versus time throughout E989 Physics Run 1, courtesy of
Mark Lancaster. The left vertical axis is the total number of accumulated accelerator protons
incident on the pion production target. The right vertical axis shows the number of detected
high-energy positrons relative to the final dataset of the Brookhaven g−2 Experiment, E821.
By the end of Run 1, E989 had accumulated nearly twice the number of high-energy positrons
that were in E821’s final combined dataset.

the author of this dissertation was developing an ωa analysis framework in anticipation of

the upcoming physics dataset. The 2017-2018 commissioning efforts utilized to great effect

the online diagnostic tools described earlier in this chapter. Among the most important

hardware improvements during the 2017-2018 commissioning period were the following:

• The FNAL accelerator division achieved delivery ring proton removal while maintaining

muon injection intensity sufficient for the E989 experiment.

• Beamline parameters along the M4 and M5 lines were optimized for maximum muon
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storage. This optimization effort is described in detail in the University of Washington

PhD dissertation of Nathan Froemming [85].

• Storage vacuum conditions were improved through the efforts of the ring engineering

staff.

• An error in the kicker voltage readings was discovered. Following the correction of

this error, the kicker high voltage was increased substantially, and the decay positrons

storage diagnostic variable increased from 225 per fill to 530 per fill.

• In-vacuum trolley runs provided maps of the magnetic field in the muon storage region.

• Uniformity of the storage ring’s magnetic field was improved by configuring the sur-

face coils to cancel large multipole components measured by the NMR trolley. The

surface coil correction was a component of the University of Washington PhD research

conducted by Rachel Osofsky.

• The absolute magnetic field calibration system was installed.

Despite these successes, a number of suboptimal conditions persisted into the physics run.

Some examples of these suboptimal conditions are the following:

• A large CBO amplitude, measured by the tracking detectors to be 10 mm at 30µs [86].

• An average stored muon momentum significantly higher than the design momentum.

• A large muon loss rate.

• Regular quadrupole and kicker sparks and other similar failures that interrupted data

taking and resulted in a physics dataset with a number of different storage ring con-

figurations.
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Each of the above abnormalities affected the ωa analysis that will be described in the next

chapter. The large CBO amplitude and the high momentum bias suggested the need for

a further increase of the kicker high voltage, which is a planned improvement for the 2019

physics run.

Thanks to the hardware improvements made during the 2017-2018 commissioning, by

the end of Run 1, E989 had accumulated a dataset approximately twice as large as that of

the Brookhaven g − 2 experiment, as shown in Figure 5.6. The remainder of this document

presents an ωa analysis applied to data from E989 Run 1.
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Chapter 6

E989 RUN 1 PRECESSION FREQUENCY ANALYSIS

E989 Run 1 occurred between late March and early July of 2018. Data collection

conditions—for example quadrupole and kicker voltage set points and injected beam intensities—

varied significantly throughout the run. Run 1 was thus divided into a number of subdatasets

with stable conditions. Each subdataset must be fit separately to properly account for sys-

tematic effects such as beam oscillations.

One subdataset, named the 60-Hour Dataset, was defined and processed well in advance

of the others. It was therefore the first physics dataset analyzed for ωa. This chapter describes

an anomalous precession frequency analysis of the E989 Run 1 60-Hour Dataset.

6.1 The 60-Hour Dataset at a Glance

The 60-Hour Dataset was collected during a 60 hour period with stable running conditions

that occurred between April 22 and April 25, 2018. Over this period, approximately one

billion high-energy decay positrons—that is, positrons passing the T-Method energy cut de-

scribed in Section 2.6—were collected. Table 6.1 lists the 60-Hour Dataset running conditions

relevant to the ωa analysis.

Practical hardware concerns prevented the E989 collaboration from operating the electro-

static quadrupoles and the pulsed kicker magnet at their design voltages during the 60-Hour

Dataset. In fact, this was true throughout Run 1. Storage conditions were consequently

suboptimal. Specifically, the ring’s storage efficiency was lower than desired, and the dis-

tribution of stored muon equilibrium radii was not centered at the design value of 7.112 m.

Fast rotation analyses—described in Section 3.3.4—found an asymmetric cyclotron frequency

distribution skewed toward lower frequencies and therefore higher momenta and higher equi-
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Table 6.1: Running conditions of the E989 Run 1 60-Hour Dataset, which occurred between
April 22 and April 25 of 2018.

Quantity Value

Number of fills ∼ 1.4 × 106

Number of high-energy e+ ∼ 1 × 109

Kicker voltage setting 130 kV

Quadrupole voltage setting 18.3 kV

Field index (n) 0.107

Coherent betatron frequency 0.37 MHz

Vertical betatron frequency 2.19 MHz

Vertical waist frequency 2.32 MHz

librium radii, see Figure 6.1. This is exactly what one would expect from a suboptimal kick:

muons are injected with a positive radial offset, so high-momentum muons—having higher

equilibrium radii—are injected closer to their ideal orbits and thus require smaller kicks.

Figure 6.2 shows the raw calorimeter hit spectrum measured in the 60-Hour Dataset.

The expected features are present. All energy bins display oscillations at the anomalous

precession frequency except the one where the g − 2 asymmetry is 0. The large peak in the

energy spectrum at 170 MeV is indicative of muon losses. As will be presented shortly, the

expected beam oscillation frequencies are also detectable in the calorimeter hit spectra.

Considering statistics alone, the 60-Hour Dataset is sufficient for a 1.3 ppm ωa mea-

surement. Following appropriate corrections, the systematic effects discussed in Chapter 3

are expected to contribute less than 100 ppb of uncertainty. An ωa measurement from the

60-Hour Dataset in isolation is therefore expected to be entirely dominated by statistics.

However, it is incumbent upon the analyzer to demonstrate that this is the case. A complete

analysis of the 60-Hour Dataset must include an evaluation of all known systematic effects
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Figure 6.1: The equilibrium radius distribution of stored muons in the 60-Hour Dataset, in
red, and from another Run 1 dataset, called the 9-Day, in blue, courtesy of Kim Siang Khaw.
The black line depicts the design radius at the center of the storage region. A suboptimal
kick resulted in preferential storage of high-momentum muons, which have large equilibrium
radii.

and must be statistically well-behaved.

6.2 Data Quality Conditions

Although the 60-Hour Dataset featured generally stable running conditions, there were brief

and intermittent failures of the accelerator beamline and of some experiment subsystems.

For example, the injected beam pulse occasionally had an anomalously low intensity or an

unusual time profile, beam delivery entirely ceased for brief periods, and quadrupole or kicker

sparks temporarily disturbed the ring’s ability to store particles. As these sorts of data taking

interruptions are unavoidable, data quality cuts are necessary when analyzing any dataset
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Figure 6.2: Calorimeter energy and time spectra from the 60-Hour Dataset. On the left is
the energy spectrum measured over all times greater than 30.2µs. The peak at 170 MeV is
from lost muons. On the right is the calorimeter hit time spectrum measured in 200 MeV
energy bins from 0.5 to 3.0 GeV. The ωa oscillations are visible in each energy bin, as is the
phase inversion that occurs at 1 GeV. Each energy bin’s time spectrum is drawn with the
same y-axis range.

to veto muon fills taken under conditions not suitable for physics data analysis.

A data quality group was convened within the collaboration and charged with defining a

set of official conditions that muon fills used for data analysis should satisfy. These conditions

are essentially a list of cuts, or allowable ranges, that are applied to signals from measurement

systems including (among others) the T0 detector, the calorimeters, and voltage readouts

from the kickers and quadrupoles. The data quality cuts remove fills in which the storage

ring, the injection beamline, or any calorimeter is not operating as desired. The values

chosen for data quality cuts are specific to each dataset. Unless otherwise stated, only muon

fills passing the official data quality cuts were considered for the analysis presented in this

chapter. Data quality cuts removed approximately 9% of the muon fills in the 60-Hour
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Dataset.

6.3 Blinding

There are two levels of blinding in the ωa measurement. The first is implemented in the clock

system and is called hardware blinding. Hardware blinding amounts to adjusting the 40 MHz

master clock signal that drives the waveform digitizers: the nominal 40 MHz frequency is

shifted by some value in the range of ±25 ppm. The exact value of the shift is known only

by two FNAL personnel who are not otherwise involved with the g − 2 experiment. When

units involving time (µs, MHz, etc.) are presented in this document, those units should be

understood to be correct only up to the ±25 ppm clock blinding. The secret clock frequency is

only revealed once all ωa analyses have been completed to the satisfaction of the collaboration

at large.

The second level of blinding occurs in software. In practice, analyzers do not fit for

ωa directly. To ensure that analyzers are not influenced by one another’s results and that

the internal consistency of a given analysis is evaluated independently from any prior bias

regarding what the result should be, fits are conducted in terms of a blinded parameter R

that is related to ωa by

ωa(R) = 2π 0.2291 MHz ⋅ [1 + (R −∆R) × 10−6] . (6.1)

In words, R is a unitless parameter, a 1 unit shift of R corresponds to a 1 ppm shift of

ωa relative to 0.2291 MHz, and ∆R is a fixed, secret offset. Each analyzer has a separate

∆R value taken randomly from a range of approximately ±24. Software blinding allows for

analyzers to first conduct independently blinded analyses and later, after they have completed

all their consistency checks, directly compare results without ever having to know the secret

clock frequency.

Even after all ωa analyzers have set their ∆R values to zero and the secret clock frequency

has been revealed, aµ cannot be determined from ωa without the complementary magnetic

field measurement, ωp. The ωp analysis also employs software blinding and is conducted in
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parallel by multiple teams. Only after both the ωa and ωp analyses have been demonstrated

to be internally consist will all blinding be removed, the numbers combined, and a value for

aµ determined.

6.4 Five-Parameter T-Method Fit to the 60-Hour Dataset

Section 2.6 described an ωa analysis technique called the T-Method, wherein one histograms

the hit times of positrons above a chosen energy threshold. The simplicity of the T-Method

makes it an ideal first analysis approach for building confidence in one’s understanding of

the data.

Equation 2.17 gives the expected functional form of a T-Method histogram in the absence

of beam dynamics and detector effects. Including the software blinding, this form suggests

the following fit model:

N(t) =N0e
−t/τ [1 +A cos (ωa(R) −φ)] . (6.2)

The five variables in bold are parameters to be extracted from the data. The five-parameter

model is not expected to fully describe the T-Method time spectrum obtained from data. It

does not contain any of the known beam oscillations, losses, pileup, or time-dependent gain

effects. Nevertheless, it is interesting to attempt to fit with the five-parameter model and

then to observe the structures present in the residuals.

The optimal T-Method threshold is determined empirically from the data. As explored

in Section 2.6, there is a single threshold that maximizes the statistical figure of merit,

NA2, and therefore yields the smallest ωa uncertainty. In the absence of detector acceptance

effects, the optimal threshold is approximately 1.9 GeV. As shown in Figure 6.3, the optimal

threshold found in the 60-Hour Dataset was about 1.7 GeV. The difference between the

theoretical optimum and that obtained from data depends on detector acceptance and energy

calibration.

After determining the optimal threshold, the T-Method histogram is constructed by

counting calorimeter hits with reconstructed energies above that threshold as a function of
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Figure 6.3: ωa precision versus threshold in the 60-Hour Dataset. For each threshold, a
T-Method histogram is constructed and fit with the five-parameter model (Equation 6.2).
ωa precisions are determined from the fit results. The best precision is obtained with an
energy threshold of about 1.7 GeV.

time-in-fill, or time relative to the muon beam injection. The time bin width is set to the

average cyclotron period determined from the fast rotation analysis. Doing so reduce the

influence of the beam debunching on the analysis histogram. Hits from all calorimeters are

included in a single T-Method histogram.

The time domain of the ωa fit is called the measurement period. Fits should begin late

enough in the fill that the quadrupole plates have reached their nominal values following beam

scraping. Additionally, the majority of muon losses occur early in the fill, so starting the fit

later reduces the number of losses during the ωa measurement. The relative contributions of

pileup and gain perturbations are also largest early in the fill. Thus, later measurement start

times reduce the impact of many systematic effects that can bias ωa. This benefit comes at

the expense of reduced statistical power. A 30.2µs start time was chosen for this analysis.
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Model parameters are extracted using a χ2 minimization. All ωa fits presented in this

document were conducted using the ROOT software package [87]. The task of the χ2

minimization is to find the set of parameters p⃗ that minimize the quantity

χ2 = ∑
bins

[Nbin − f(tbin, p⃗)]
2

σ2
bin

. (6.3)

In the T-Method case, bin contents are large—over 100 counts in all bins—and constructed

by counting discrete events. Thus, the bin variances, σ2
bin, are taken to be the bin contents,

Nbin. If the underlying data is indeed distributed according to the fit model, and the bin

variances are assigned correctly, χ2 values obtained with the above procedure should follow

a χ2 distribution with Nbins−Nparams degrees of freedom [5]. The best-fit χ2 value, therefore,

meaningfully characterizes the goodness-of-fit: one can calculate the probability that a fit

with the correct model would yield a χ2 as high or higher than the best-fit χ2. If this

probability is sufficiently low, one can safely conclude that the employed fit model did not

fully describe the data.

Figure 6.4 shows the result of a five-parameter T-Method fit to the 60-Hour Dataset. As

expected, the five-parameter fit alone is not adequate, and the fit residuals display many

structures. The predominant oscillation frequency present in the residuals is the CBO fre-

quency. Oscillations are also detectable at the vertical waist frequency, the anomalous pre-

cession frequency, and at the sum and difference frequencies of the anomalous precession

frequency and the CBO frequency. The frequency spectrum of the residuals displays no

significant peaks at any unexpected locations. A falling peak at 0 MHz is evidence of slow

effects not captured by the five-parameter model. Some known effects with slow components

are pileup, gain perturbations, and muon losses.

6.5 Corrections to the Five-Parameter Model

6.5.1 Beam Oscillations

Physical oscillations of the stored beam affect the calorimeter hit spectra. The primary

mechanism by which this occurs is the dependence of the calorimeter acceptance on the
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Figure 6.4: Five-parameter T-Method fit to the 60-Hour Dataset. On the left is the fit at
early times and the pulls (pulls are the fit residuals divided by the bin errors). The full fit
range is not shown. The grayed out region shows the fit extrapolated beyond the fit start
time of 30.2µs. The probability that the correct fit model would yield a χ2 value as high
as that shown here is virtually 0. On the right is a Fourier transform of the fit residuals.
Peaks appear at expected beam oscillation frequencies. There is also a slowly falling peak
at 0 MHz.

muon decay position. In other words, the probability that a decay positron will strike a

calorimeter varies with the position and momentum direction of its parent muon at the time

of decay. To account for this effect, the fit model must allow for a time-dependent acceptance,

Ac(t):

N(t) = Ac(t) ⋅N0e
−t/τ [1 +A cos (ωa(R) − φ)] . (6.4)

In a simplified case where there is only CBO with a time-independent amplitude, the

above equation would become

N(t) = [1 +ACBO cos(ωCBOt − φCBO)] ⋅N0e
−t/τ [1 +A cos (ωa(R) − φ)] , (6.5)

where ACBO is the relative size of the acceptance modulation at the CBO frequency. If one

were to expand this equation, there would be three oscillatory terms: one with cos(ωa), one

with cos(ωCBO), and one with the product cos(ωCBOt) ⋅ cos(ωat). The product term gives

rise to the peaks at ωCBO + ωa and ωCBO − ωa that were visible in Figure 6.4.
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The beam oscillation amplitudes are not time-independent. As shown in Section 3.3,

the characteristic radial and vertical oscillation frequencies depend on muon momentum.

As the storage ring accepts a range of momenta, there will be a commensurate range of

beam oscillation frequencies. Furthermore, the realistic storage potential is not perfectly

harmonic, and thus the beam oscillation frequencies are amplitude dependent. The spread

in oscillation frequencies causes any coherent beam motion to decohere over time, with a

decoherence time roughly equal to the inverse width of the angular frequency distribution.

For a 0.15% RMS momentum width and a field index of 0.107, back-of-the-envelope estimates

yield approximate decoherence times of 250µs for the CBO and 40µs for the vertical waist.

The CBO persists the furthest into the ωa measurement period, so it is the most important

to model correctly.

In addition to the overall acceptance, beam oscillations also affect the g − 2 phase and

asymmetry. The g−2 phase is directly related to the positron drift time. As the beam moves

closer and farther from the calorimeters, the average drift time changes, and so too does

the average g − 2 phase. Moreover, as the position dependence of the acceptance is different

for different positron energies, the observed energy distribution depends on the position of

the muon when it decays. This energy-dependent acceptance variation leads to a periodic

distortion of the observed energy spectrum at the CBO frequency. The g−2 asymmetry and

phase both depend on positron energy, so the T-Method asymmetry and phase must oscillate

at the CBO frequency as well. This is more subtle than the overall acceptance modulation,

but it is detectable and must be taken into account.

The tracker system is capable of extrapolating positron trajectories to their associated

muon decay vertices. By doing so, the tracking detectors provide the transverse distribution

of the stored beam as a function of time-in-fill. Figure 6.5 shows the radial distribution as

a function of time as measured by the tracking detectors. The CBO and its decoherence

are clearly visible. The precise measurements of the CBO frequency and decoherence time

provided by the trackers inform the calorimeter analysis. The decoherence envelope can be

described by an exponential decay law (see Figure 6.6).
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Figure 6.5: Radial distribution of the stored muon beam as measured by the tracking detec-
tors. The left plots shows the full radial distribution and the right plot shows the average
radial position as a function of time. The observed oscillations are the CBO. The expected
decoherence—manifesting as a reduction in the oscillation amplitude over time—is evident.

As shown in Figure 6.6, careful analysis of the tracker data revealed that the CBO

frequency slowly increased throughout each muon fill in the 60-Hour Dataset [88]. This was

later attributed to three broken resistors in the quadrupole system, which caused a much

longer than expected recovery from the scraping configuration. While the changing frequency

was detectable in the calorimeter data, the trackers were able to provide the most precise

measurement of its functional form. This form was taken from the tracker-based analysis

and used in the calorimeter fits. In principle, the slow quadrupole recovery should also

create a changing vertical waist frequency. However, the vertical waist decoheres so quickly

relative to the time scale of the frequency change that the assumption of a fixed frequency

was sufficient to model the observed oscillations.

To account for all the beam motion effects described in this section, the fit model is

adjusted in the following way:

N(t) = N0 ⋅NCBO(t) ⋅NVW (t) ⋅ e−t/τ ⋅ [1 +A(t) cos (ωa(R) − φ(t))] , (6.6)
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Figure 6.6: CBO envelope and frequency shift in the 60-Hour Dataset as measured by the
tracking detectors, courtesy of James Mott. Each graph contains one point per CBO oscil-
lation period.

where

NCBO(t) = 1 +ACBO,N ⋅ e−t/τCBO cos (ωCBO ⋅ t − φCBO,N)

NVW (t) = 1 +AVW,N ⋅ e−t/τVW cos (ωVW ⋅ t − φVW,N)

φ(t) = φ0 +ACBO,φ ⋅ e
−t/τCBO cos (ωCBO ⋅ t − φCBO,φ)

A(t) = A0 [1 +ACBO,A ⋅ e
−t/τCBO cos (ωCBO ⋅ t − φCBO,A)]

ωCBO(t) = ωCBO,0 [1 + δCBO(t)] .

This treatment introduces 12 new fit parameters: the CBO and vertical waist frequencies

(ω0 and ωVW ), their decoherence times (τCBO and τVW ), the amplitude and phase of the

overall acceptance modulation from the CBO (ACBO,N and φCBO,N), the amplitude and

phase of the overall acceptance modulation from the vertical waist (AVW,N and φVW,N), and

the amplitudes and phases of the CBO modulations of the T-Method g − 2 asymmetry and

phase (ACBO,φ, ACBO,A, φCBO,A, and φCBO,φ). The changing CBO frequency is described

by δCBO(t), which is fixed from the tracker analysis and introduces no new fit parameters.

As will be later seen, none of these parameters is significantly correlated with ωa. Because

the trackers and calorimeters have generally different acceptances, it is unclear whether it is
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appropriate to fix parameters such as the decoherence times based on tracker analyses. In

this analysis, all the above parameters are left free in the χ2 minimization.

6.5.2 Muon Losses

Equation 6.6 contains the implicit assumption that all muons will remain stored until they

decay. This is not the case: the fit model needs further adjustment to account for muon losses

during the measurement period. As discussed in Section 4.2.5, lost muons are detectable via

their characteristic energy deposition and their tendency to strike multiple calorimeters in

sequence, each approximately 6.2 ns after the last. Lost muon candidates are identified

as collections of hits coincident between three calorimeters wherein each calorimeter hit is

between 50 MeV and 200 MeV and the consecutive time differences are each between 3.75 ns

and 8.75 ns. Within a proportionality constant related to the detection efficiency, these

selection criteria provide a measurement of the muon loss rate as a function of time that is

minimally contaminated by background. Selecting for quadruple coincidences rather than

triple coincidences yields a consistent result, although with a factor of 5 reduction in statistics.

Let L(t) be the number of triple coincidences passing the cuts described above as a

function of time. Provided that the lost muon detection efficiency is constant throughout

the measurement period and that any background contamination is negligible, L(t) will

be proportional to the muon loss rate as a function of time. The assumption of constant

detection efficiency is supported by the observation that L(t) has the same shape whether it is

measured using triple coincidences or quadruple coincidences. An alternative measurement

of L(t) is possible by correlating calorimeter hits with events in the tracking detectors.

Although that approach has not been pursued in this analysis, preliminary results from other

analyzers show consistency between L(t) obtained with a coincidence-based measurement

and L(t) obtained with a tracker-based measurement [89]. Figure 6.7 shows L(t) as measured

in the 60-Hour Dataset.

With knowledge of L(t), one can write a differential equation governing the number of

muons present in the storage ring at any time following the beam injection. This requires
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introducing a new variable, ε, which is the loss detection efficiency. The true loss rate is

then L(t)/ε. A muon can leave the storage ring either by decaying or by escaping. Thus,

the change in the number of stored muons in an infinitesimal time interval dt is

dNstored = −
Nstored

τ
dt −

1

ε
L(t)dt. (6.7)

By inspection, the solution to this differential equation is

Nstored(t) = N0 ⋅ (1 −
1

εN0
∫

t

0
et

′/τL(t′)dt′) ⋅ e−t/τ . (6.8)

N0 is the number of muons stored in the ring at t = 0. Defining the variable Kloss as 1/(εN0),

the above equation becomes

Nstored(t) = N0 ⋅ (1 −Kloss∫

t

0
et

′/τL(t′)dt′) ⋅ e−t/τ . (6.9)

Muon losses cause an effective reduction in the N0 parameter as a function of time.

Considering muon losses, the fit model becomes

N(t) = N0 ⋅(1 −Kloss∫

t

0
et

′/τL(t′)dt′) ⋅NCBO(t) ⋅NVW (t) ⋅e−t/τ ⋅[1 +A(t) cos (ωa(R) − φ(t))] .

(6.10)

As the loss detection efficiency is not known a priori, Kloss is a free parameter that must

be extracted from the fit. This brings the total count to 18. The integral ∫
t

0 e
t′/τL(t′)dt′

is calculated numerically for each bin of the T-Method histogram. Though one may worry

that the integral depends on τ , which is itself a fit parameter, the ultimate results of the

ωa analysis are quite insensitive to the exact value of τ used when calculating this integral.

In the analysis presented here, an iterative procedure is employed whereby the value of τ

extracted from the previous iteration is used to calculate the lost muon correction for the

next. Only two iterations are required for this procedure to stabilize.

It is important to note that the Kloss parameter depends solely on two quantities: the

number of muons stored at t = 0 and the loss detection efficiency. Its value should therefore be

independent of calorimeter number, energy bin, or analysis technique. The Kloss parameter
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Figure 6.7: Muon losses measured in the 60-Hour Dataset. On the left are the number of
triple coincidences and quadruple coincidences measured using the selection criteria described
in the text. The shapes are identical. Also shown is the number of nonphysical backwards
triples, which are defined using the same selection criteria as for triples except that the
direction of increasing hit times is reversed. The very small number of backwards triples
indicates a negligible background from uncorrelated coincidences. On the right are the
ingredients for creating the muon loss correction in Equation 6.9.

is also critical for determining the relative number of muon losses to muon decays during the

measurement period. Knowledge of this quantity is necessary to evaluate the experiment’s

systematic error from muon losses.

6.5.3 The Pileup Correction

The calorimeter data must be corrected for unresolved pileup. Section 3.5.2 estimated the ωa

bias resulting from uncorrected pileup, and it can be quite large. Additionally, the fit model

given in Equation 6.10 is not valid when there is significant pileup contamination. This

section presents an approach for removing pileup contamination present in the calorimeter

hit spectra.

First the expected form of the pileup contamination will be discussed. Following the

notation from Section 3.5.2, let ρ(E, t) be the calorimeter hit distribution in the absence of

any pileup perturbation, i.e. in the limit of zero detector dead time. Section 3.5.2 discusses

the expected pileup perturbation to ρ(E, t) from unresolved pulse pairs (double pileup).
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Repeated here in a slightly different form,

δρpu,d(E, t)∝ ∆t [∫ ρ(E −E2, t) ⋅ ρ(E2, t)dE2 − 2ρ(E, t)∫ ρ(E2, t)dE2] , (6.11)

where ρpu,d is the double pileup perturbation, ∆t is the detector dead time, and r(t) is the

overall hit rate a function of time. The first term above corresponds to the false counts

that are gained as a result of reconstructing two independent pulses as a single, and the

second term corresponds to the two true counts that are lost. The former will in principle be

affected by nonlinearities in the reconstruction’s treatment of unresolved pulse pairs. These

nonlinearities are not included in the pileup correction approach described here. Nevertheless,

as will be shown, the generated correction appears to sufficiently remove all pileup in the

60-Hour Dataset. It will be convenient to define the double pulse sum term

ρd+(E, t) = ∫ ρ(E −E2, t) ⋅ ρ(E2, t)dE2, (6.12)

so that

δρpu,d(E, t)∝ ∆t [ρd+(E, t) − 2ρ(E, t)∫ ρ(E2, t)dE2] (6.13)

Equation 6.13 describes the contamination of the measured energy spectrum from double

pileup in terms of the uncontaminated spectrum ρ(E, t). It can also be used to generate a

pileup correction from the measured hit spectrum, which is itself contaminated by pileup.

Recall that the relative double pileup contamination appears at the order r(t) ⋅ ∆t. Even

with a conservative detector dead time and no spatial cluster separation employed in the

reconstruction, r(t) ⋅∆t will be at most 1% to 2% and thus can be treated as small. Observe

that if in Equation 6.11 one were to replace ρ with [ρ + r(t)∆t ⋅ f(E, t)]—where f is some

function of the same order as ρ—the difference between the obtained expression and the

original would appear at order r2(t)∆t2, order 10−4. Thus, using the pileup contaminated

hit spectrum to generate the expected double pileup contamination is only wrong by order

r2(t)∆t2. This is the key observation motivating the pileup correction described in this sec-

tion. More details surrounding how the pileup correction works in practice will be described

shortly.
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Figure 6.8: The measured energy spectrum, summed over all calorimeters, along with the
total pileup correction and its double and triple pileup components. On the left, the absolute
values of the pileup spectra are shown. The double pileup spectrum changes sign at 2.4 GeV.
The triple pileup spectrum changes sign at 4.3 GeV and 2.1 GeV. On the right is the total
pileup corrected energy spectrum and a spectrum that is corrected only for double pileup.
The triple pileup correction accounts for the structure remaining after the double pileup
correction. The generated pileup spectrum correctly models the detected energy spectrum
in the non-physical energy region above 3.5 GeV. The black dashed line on the right denotes
the lowest energy used to calculate the displayed χ2, obtained by comparing the corrected
spectrum with 0 in each bin. The measured energy spectrum shown here was generated
using a 7 ns artificial dead time.

One can also determine the expected contamination from triple pileup. As just mentioned,

double pileup appears at order r(t) ⋅ ∆t. The detector dead time ∆t can be artificially

increased during reconstruction, and doing so is useful for validating the pileup correction.

For sufficiently large rates or dead times, triple pileup contamination—which appears at

order r(t)2∆t2—becomes important. The treatment of double pileup shown above assumes

that all pulse pairs within the detector dead time of one another will yield a false count at

the sum energy and the loss of a count at each of the two constituent pulse energies. This

assumption is not valid in the case where there are three pulses all within the detector dead
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Figure 6.9: The sum of all counts between 3.5 GeV and 6 GeV in both the measured and
pileup corrected energy spectra as a function of time. As with Figure 6.8, the associated
reconstruction used a 7 ns artificial dead time. The pileup correction removes the non-
physical tail of the energy spectrum at all times, indicating that it has the correct time
structure. The dashed line is a guide to the eye. In general, the pileup spectrum decays at
half the muon lifetime.

time. In the case of three pulses, one expects a loss of three true counts and a gain of one

false count. The double pileup treatment, however, would count three pulse pairs and thus

erroneously remove six true counts and add three false counts. A triple pileup correction

must then account both for the reconstruction’s treatment of groups of three unresolved

pulses and for the error in the double pileup correction that occurs at the order of triple

pileup.

For a more concrete example, consider the case in which three hits with respective energies

E1, E2, and E3 occur at once. There are three pairs: (E1,E2), (E2,E3), and (E1,E3). The

double pileup correction would therefore subtract counts at each pulse energy twice and add

counts at the sum energies E1+E2, E2+E3, and E1+E3. What one would reasonably expect

to occur in the reconstruction, however, is the loss of a single count at each of the energies

E1, E2, and E3, and the gain of a false count at the energy E1 +E2 +E3. Considering that
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the triple pileup correction and the double pileup correction are applied in concert, the triple

pileup correction must add a count at E1 +E2 +E3, subtract the counts at E1 +E2, E2 +E3,

and E1 +E3 that were mistakenly added by the double pileup correction, and finally add a

count at each of E1, E2, and E3. Applying both the double and triple pileup corrections to

this trio of pulses then leads to the desired behavior of a single subtraction at each pulse

energy and a single addition at the sum of the three.

Defining

ρt(E1,E2,E3, t) = ρ(E1, t) ⋅ ρ(E2, t) ⋅ ρ(E3, t),

the above reasoning suggests a triple pileup correction, δρpu,t, of the form

δρpu,t(E, t)∝ ∆t2[∬ ρt (E −E2 −E3,E2,E3, t)dE2 dE3

−3∬ ρt (E −E2,E2,E3, t)dE2 dE3

+3∬ ρt (E,E2,E3, t)dE2 dE3].

(6.14)

This can be rewritten in terms of the double pulse sum term, ρd+, as follows

δρpu,t(E, t)∝ ∆t2[∫ ρ(E −Ed) ⋅ ρd+(Ed, t)dEd

−3ρd+(E, t) ⋅ ∫ ρ(E3, t)dE3

+3ρ(E, t) ⋅ (∫ ρ(E2, t)dE2)
2

].

(6.15)

The same argument given for the double pileup contamination equation applies to the

triple: if in Equation 6.14 one were to replace ρ with [ρ + r(t)∆t ⋅ f(t,E)], the result would

only change by order r(t)3 ⋅∆t3. For an order one percent pileup contamination, the error in

the triple pileup correction stemming from using the pileup contaminated spectrum rather

than the true spectrum is of order 10−6. It is not reasonable to go beyond triple pileup as the

approximations implicit in this procedure are expected to yield relative errors larger than

10−6.

The groundwork necessary to present the pileup correction is now complete. The steps

for correcting an individual calorimeter’s hit spectrum are as follows:
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1. Take the measured calorimeter hit distribution, N(E, t), as an estimate of ρ(E, t).

2. Use Equations 6.13 and 6.15 to generate quantities proportional to the expected double

and triple pileup contaminations, δρpu,d(E, t) and δρpu,t(E, t). As N(E, t) is itself

pileup contaminated, based on the arguments above these two quantities will only be

correct to order r(t) ⋅∆t and r(t)2 ⋅∆t2, respectively.

3. Fit the nonphysical tail of the observed hit spectrum above 3.5 GeV to a linear com-

bination of the double and triple pileup contaminations just obtained. Doing so fixes

their normalizations. This step is justified because the endpoint of the true energy

spectrum is approximately 3.1 GeV, so any hits above 3.5 GeV must come purely from

pileup contamination.

4. Generate a corrected hit spectrum Nc(E, t) = N(E, t)− δρpu,d(E, t)− δρpu,t(E, t). This

is expected to be correct to order r(t) ⋅∆t.

5. Go back to Step 2, except this time use the first-pass corrected spectrum, Nc(E, t),

to generate the expected pileup contaminations. This yields a second-pass spectrum

correct to order r(t)2 ⋅∆t2.

N(E, t) for each calorimeter is in practice a finely binned two-dimensional histogram.

In this analysis, time bins were approximately 25 ns wide—precisely 2π/(6ωc)—and energy

bins were 20 MeV wide. Integrals were calculated numerically according to the bin contents

of N(E, t). The pileup correction described above adjusts the contents of each bin. Fol-

lowing the pileup correction, the second-pass corrected histograms are rebinned, projected,

and summed over calorimeters to produce T-Method and other analysis histograms. The

procedure described here captures the time and energy dependence of the pileup spectrum,

see Figure 6.8 and Figure 6.9.

Following the pileup correction, analysis histogram bins no longer obey Poisson statistics.

Each bin uncertainty must be increased by an amount of the same order as the relative pileup
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contamination in that bin. Appendix A contains a complete calculation of the bin uncertainty

enhancement factors arising from the pileup correction described in this section. Including

them does not affect the ωa value extracted from the 60-Hour Dataset.

6.5.4 The Gain Correction

Figure 6.10: Representative in-fill gain measurement from 60-Hour Dataset for a single
crystal, courtesy of Matthias Smith. The large flash from the beam injection is responsible
for the gain reduction at early times. The flash is largest at calorimeters near the injection site
and crystals closest to the storage ring, so an individualized gain recovery curve is necessary
for each of the 1296 calorimeter channels. The recovery time constants vary but are all less
than 10µs. The gain reduction from the flash is therefore very small—a few per mille for the
most perturbed crystals—at the beginning of the ωa measurement period, which is 30.2µs
after the beam injection.
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Long-term and in-fill gain corrections are implemented following the procedures described

in Section 4.1.3. Details of the in-fill gain correction are available in a series of presentations

and notes; a recent example by Matthias Smith is cited here [90]. Figure 6.10 shows a

representative in-fill gain curve for a single crystal, as measured by the laser calibration

system.

In the 60-Hour Dataset, the in-fill laser pulses were sufficient to measure any given

calorimeter channel’s gain to a relative precision of 6 × 10−4 at each sampled time-in-fill.

In one out of every 11 fills, the laser system delivered two pulses separated by 200µs. Each

time the laser fired, the time of these two pulses relative to the beam injection was adjusted.

Through this procedure, the laser pulses evenly sampled the time between the beam injec-

tion and 400µs after the injection with a grid spacing of 2.5µs. Fills with laser pulses in the

measurement window were not included in the ωa analysis.

The in-fill laser pulses revealed the clear signature of a hardware gain reduction following

the beam injection. This reduction was 1% to 3% for the crystals closest to the beam

injection site. The gain recovery time constant was less than 10µs for all crystals, and thus

the perturbation was almost entirely gone by the beginning of the ωa measurement period,

30.2µs. Nevertheless, correcting for the gain perturbation following the beam injection is

important to achieve the target precision of the E989 experiment. Gain recovery curves like

the one shown in Figure 6.10 were constructed for each crystal and fit with an exponential

recovery function. These recovery functions were then used during reconstruction to apply

per-hit, time-dependent gain adjustments, effectively removing the influence of the hardware

gain reduction induced by the beam injection flash.

Work toward an additional laser-based gain correction is currently in progress. While the

in-fill laser pulses enable a correction for flash-induced gain perturbations, in E989 Run 1 they

were not sensitive to rate-dependent gain perturbations. Rate-dependent gain perturbations

will be measured through dedicated short-time double-pulse (STDP) studies, wherein two

laser pulses are provided to the same calorimeter channel with a variable time separation on

the order of 10 ns [91]. The STDP data will be analyzed to determine the characteristic gain
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reduction of each calorimeter channel following a pulse as a function of the energy of the

pulse and the time since the pulse. As with the in-fill correction, the information obtained

from the STDP studies will be used to correct the reconstructed data in software. The STDP

correction was not available for the data analysis presented here. Once the STDP analysis

is complete, the 60-Hour Dataset—along with all other E989 Run 1 subdatasets—will be

reprocessed to apply the resulting correction. Systematic uncertainties from the neglected

STDP correction will be discussed in Section 6.7.4.

6.6 Extraction of ωa

6.6.1 T-Method Fit to the 60-Hour Dataset
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Figure 6.11: Full T-Method fit (Equation 6.10) to the 60-Hour Dataset corrected for pileup
and gain. The vertical scale of the Fourier spectrum shown on the right is a factor of 12
smaller than the one shown in Figure 6.4. Within the measurement window, the pulls follow
a standard normal distribution, and the Fourier spectrum of the residuals no longer displays
any large peaks. The pulls begin to quickly diverge from 0 in the grayed out region before
the measurement window, during which the quadrupoles are relaxing from their scraping
configuration to their storage configuration.

Following the pileup and gain corrections, a T-Method histogram with a 1.73 GeV thresh-

old was constructed and fit with the model given in Equation 6.10. A 2.5 ns deadtime was
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applied in the reconstruction. Figure 6.11 shows the fit residuals in the time and frequency

domain as Figure 6.4 did for the uncorrected five-parameter fit. No clear structures are

evident. The best-fit parameters, their uncertainties, and their correlations with R as deter-

mined from the fit are presented in Table 6.2.

The T-Method analysis yielded an ωa value with 1.3 ppm statistical uncertainty. This is

in good agreement with the expected T-Method precision for the 60-Hour Dataset calculated

using Equation 2.20. The fit reveals that, when all calorimeters are combined, the coherent

betatron oscillations impart a 0.4% oscillation to the acceptance at t = 0, and the vertical

waist imparts a 0.8% oscillation to the acceptance at t = 0. The decoherence lifetimes

are of the same order—though a bit smaller—than the back-of-the-envelope predictions in

Section 6.5.1. With an 82.7% correlation, φ is the only parameter strongly coupled to R

in the χ2 minimization. The next largest R correlation coefficient is 3.5% with the ACBO,N

parameter.

As discussed in Chapter 3, effects that cause the g − 2 phase to change with time-in-fill

bias the extracted ωa value. Pileup and gain perturbations are two possible sources of a

time-dependent phase. Effects such as these are also liable to create a time dependence of

the g − 2 asymmetry. The asymmetry varies largely with positron energy, and thus anything

that effectively creates a time-dependent threshold or causes the erroneous inclusion of low-

energy positrons will affect the asymmetry. Varying the start time of the ωa fit allows one

to search for unexpected time dependence of any fit parameters that were assumed to be

constant.

The idea behind a start time scan is the following: as the fit model assumes that each

parameter is constant, any observed parameter drift with fit start time is indicative of some

effect that has not been accounted for. This process is slightly complicated by the allowed

statistical drifts of fit parameters as data is removed. Later start times will have larger

statistical parameter uncertainties. For values p1 and p2 representing a parameter p measured

at an early start time t1 and a later start time t2, the one standard deviation allowed drift



185

Table 6.2: Results of the T-Method fit to the 60-Hour Dataset.

Parameter Meaning Value Correlation with R [%]

R Blinded ωa −43.3 ± 1.3 100

N0 Normalization (3.406 ± 0.003) × 106 −0.4

τ Muon lifetime (64.438 ± 0.004) µs −0.3

A g − 2 asymmetry (37.587 ± 0.004)% 0.5

φ g − 2 phase (−2.0909 ± 0.0002) rad 82.7

ωCBO,0 CBO frequency (2.3048 ± 0.0004) rad/µs -1.2

τCBO CBO decoherence time (170 ± 10) µs -2.6

ACBO,N CBO N0 modulation (0.45 ± 0.02)% 3.5

φCBO,N Phase of CBO N0 modulation (1.80 ± 0.03) rad -1.7

ACBO,A CBO A modulation (0.04 ± 0.03)% -2.3

φCBO,A Phase of CBO A modulation (0.5 ± 0.7) rad 1.3

ACBO,φ CBO φ modulation (0.4 ± 0.3) mrad 1.0

φCBO,φ Phase of CBO φ modulation (−2.0 ± 0.6) rad 0.5

ωVW VW frequency (14.39 ± 0.01) rad/µs -1.1

τVW VW decoherence lifetime (20 ± 4) µs 0.9

AVW VW N0 modulation (0.8 ± 0.3)% -0.9

φVW Phase of VW N0 modulation (0.4 ± 0.4) rad -1.2

Kloss Muon loss correction amplitude 6.5 ± 0.3 -0.4
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Figure 6.12: Asymmetry versus fit start time with and without the pileup correction. The
blue curves indicate the statistical 1σ allowed drifts from the starting value. The black
curves delimit the 1σ statistical parameter uncertainties obtained from each fit start time.
Without the pileup correction, the asymmetry starts low and then climbs toward the value
from the pileup corrected fit. It quickly departs from the allowed band and ends up quite far
from its starting value. This is consistent with the expectation from pileup, specifically that
low-energy positrons with small g − 2 asymmetries contaminate the T-Method histogram at
early times. In the case with the pileup correction, the asymmetry remains mostly within
the ±1σ band, making a brief excursion and then returning.

from p1 to p2 is approximately given by [34,92]

σ2
p2−p1 = σ

2
p2 − σ

2
p1 . (6.16)

In a start time scan, σ2
p2 will be larger than σ2

p1 because p2 is derived from a smaller dataset

than is p1. Note that all data used to extract p2 is contained in the dataset used to extract

p1.

In the start time scans presented here, all parameters except N0, τ , A, φ, and R are fixed

to their best-fit values from the 30.2µs start time fit. See Figure 6.12 for an illustration

of the usefulness of this technique. Even though the pileup bias is much less than the

statistical uncertainty in the 60-Hour Dataset (this will be discussed more in Section 6.7),

the asymmetry versus start time scan clearly indicates a failure of the fit model when there

is no pileup correction. Were pileup unanticipated, this start time scan would have clearly

revealed its presence. Similarly, in the absence of the muon loss correction, N0 vs start time
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Figure 6.13: R and N0 versus fit start time. R remains within or at the border of the 1σ
band for all sampled start times. N0 ends barely outside of the 1σ band.

quickly diverges from its starting value. The power of start time scans to uncover systematic

effects increases with the statistical precision of the dataset. Figure 6.13 shows the behavior

of R and N0 versus start time. Both appear consistent with purely statistical variations. As

φ and R are highly correlated, φ versus start time looks very similar to R versus start time,

and τ versus start time looks very similar to R versus start time. They are therefore not

presented here.

6.6.2 Energy-Binned Analysis of the 60-Hour Dataset

Section 2.6 described the energy-binned ωa analysis technique, in which a family of hit time

histograms partitioned by positron energy are constructed and fit individually. Averaging

the resulting ωa values yields a combined measurement with improved precision compared

to the T-Method analysis. The full theoretical statistical gain of an energy-binned analysis

cannot be realized in the 60-Hour dataset because, after positrons hits have been separated

by energy, there are not enough counts in late time bins to fit over the full measurement

window used in the T-Method analysis. In the energy-binned analysis presented here, fits

extended from 30.2µs to 400µs.

Positrons were sorted into 40 energy bins from 500 MeV to 2900 MeV. Each energy bin
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was thus 60 MeV wide. As in the T-Method analysis, the time bin width was matched to

the cyclotron period extracted from the fast rotation analysis. The parameters ωCBO, τCBO,

ωVW , and τVW were fixed to their best-fit values from the T-Method analysis. Each of the

40 histograms was then fit with Equation 6.10. Figure 6.14 shows that the energy-binned

fits are well behaved and reproduce the expected qualitative shapes for N(E) and A(E).

Additionally, it shows the ωa statistical analyzing power carried by positrons of different

energies. Information regarding the muon spin direction is carried predominantly by high-

energy positrons above 2 GeV, as expected. These are also the energies where detector effects

such as gain and pileup have the largest impact.

It is important to verify that consistent ωa values are obtained at each positron energy.

The detector systematic effects that have been discussed at length cause energy and time-

dependent phase shifts that bias ωa differently at different energies. Uncorrected detector-

based systematic effects are expected to create biases on the order of 100 ppb, which is much

smaller than the statistical uncertainty of an ωa measurement in any particular energy bin—

even with the expected statistics of the ultimate combined E989 dataset. Thus, consistency

of ωa versus energy is necessary but not sufficient for verifying the correct treatment of

systematic effects. Beam dynamics effects can also cause energy dependent biases via the

energy dependence of the calorimeter acceptance. Figure 6.15 shows that the per-energy ωa

values extracted from the 60-Hour Dataset are consistent. There is a hint that there may be

an effect increasing the measured R values near 2.6 GeV. However, there is no known effect

that could bias ωa in only a narrow energy range. Analysis of further datasets will reveal

whether the 2.6 GeV increase is real or a statistical artifact.

Figure 6.15 also displays the g − 2 phase as a function of positron energy. This is an

important input to systematic error studies like the one presented in Section 3.5. Chapter 3

discussed the implications of the energy dependence of the g − 2 phase. One source of the

phase’s energy dependence is the positron drift time (see Figure 3.1). The shape of the

phase versus energy extracted from the data does not match that of the drift time versus

energy, and thus one must conclude there are other equally or even more important effects.
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Figure 6.14: χ2, N , and A versus energy as extracted from the energy-binned fits. Good
fits were achieved in all energy bins. The total number of degrees of freedom and total
χ2 displayed on the top left are the sums of the respective quantities from each energy
bin. The total χ2 is within one standard deviation of the expected mean, assuming a χ2

distribution with a number degrees of freedom equal to the total over all the energy-binned
fits. The normalization and asymmetry follow the expected qualitative patterns, specifically
N0 decreases with energy while the asymmetry increases at high energies and crosses zero at
approximately 1 GeV. The bottom right plot shows the statistical power of the ωa extraction
in each energy bin. It closely follows NA2, shown by the blue dashed curve. The actual
statistical power tends toward higher asymmetries than predicted by the leading order NA2

approximation.

One such effect is that the calorimeter acceptance as a function of energy (also shown in

Figure 3.1) is not time independent: it, like the positron energy distribution, oscillates at
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Figure 6.15: Blinded ωa and φ versus positron energy. R values are shown relative to the
average. The blue dashed lines are drawn at plus and minus one standard deviation of the
mean. The χ2 indicates that the deviations from the mean are consistent with a purely
statistical variation. The uncertainties become very large at the energies where the g − 2
asymmetry is close to zero. The plot on the right indicates that the g − 2 phase differs by
less than 10 mrad over the range from 1.7 GeV to 3 GeV.

ωa. This acceptance oscillation is created by the changing angular distribution of decay

positrons following the rotation of the stored muon population’s average spin direction. The

energy-binned analysis of the 60-Hour Dataset revealed that the g − 2 phase changes less

with energy than one would expect solely from considering the drift time: the phase changes

by less than 10 mrad from 1.7 GeV to 3 GeV, whereas a drift-time-based calculation would

suggest a change of 20 mrad to 30 mrad. Therefore, acceptance-based effects must partially

counteract the drift time effect.

Energies near the spectrum’s endpoint are exceptionally sensitive to gain and pileup

effects. This is simply because the fractional impact of such effects is greatly enhanced

by the naturally small number of counts in very high-energy bins. For example, a gain

perturbation of 10−3 will impart a 2% distortion to the energy spectrum at 2.7 GeV. This

increased sensitivity is beneficial in that it provides a powerful handle on systematic effects:

it is easy to see a 2% shift in the energy spectrum, but difficult to directly measure a 10−3

gain reduction. Figure 6.16 shows that there does appear to be an unaccounted-for effect
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perturbing the high-energy bins. Both the τ and Kloss parameters decrease at the highest

energies, while in the absence of any systematic effects these parameters should be consistent

across energy bins. This is indicative of an uncorrected gain-like effect reducing the number

of counts in the high-energy bins at early times. The implications of such an effect will be

discussed in Section 6.7.
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Figure 6.16: τ and Kloss versus positron energy. The reduction of both at high energies is
an indication of an imperfect gain correction or a similar energy-dependent effect.

While the energy-binned analysis provides invaluable information, it is not the ideal

choice for analyzing the 60-Hour Dataset. For a given measurement window, an asymmetry-

weighted analysis will provide virtually the same statistical power as an energy-binned anal-

ysis. Furthermore, in an asymmetry-weighted analysis one can combine hits from all desired

energy bins and calorimeters into a single histogram, allowing for a comfortable extension of

the measurement window into times where any single energy-binned histogram would have

very few counts. Such an analysis is presented next.

6.6.3 Asymmetry-Weighted Analysis of the 60-Hour Dataset

The asymmetry-weighted (A-Weighted) analysis technique is similar to the T-Method except

that instead of incrementing histogram bin counts by one for each over threshold positron, bin

values are increased by the energy-dependent weight A(E), where A is the g − 2 asymmetry
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T-Method A-Weighted

Figure 6.17: Relative weighting of positron energies in the T-Method and A-Weighted anal-
yses. Each central plot shows the all-calorimeter energy and time distribution from the 60-
Hour dataset scaled by the energy dependent weights used in the T-Method and A-Weighted
analyses. In the T-Method, the weights are 0 for any positron under 1.73 GeV and 1 other-
wise. In the A-Weighted analysis, the weights are equal to A(E) for positrons between 1 GeV
and 3 GeV and 0 otherwise. On top of each distribution is the sum over energies in each time
bin, the histogram that is ultimately fit for ωa. On the right of each is the sum over time
bins for each energy, which illustrates the relative contributions of different positron energies
in each analysis technique. The A-Weighted analysis gives additional weight to high-energy
positrons.

and E is the energy of the detected positron. As discussed in Section 2.6, such an analysis

provides the best precision achievable from a single histogram constructed with energy-

dependent weights.

An A-Weighted histogram was constructed from the finely-binned energy and time dis-

tribution provided by the pileup correction procedure (Section 6.5.3). The asymmetry at the

center of each 20 MeV energy bin was evaluated through interpolation of the empirical A(E)

curve obtained from the energy-binned analysis (Figure 6.14). After scaling each bin content

by the appropriate asymmetry value, the distribution was summed across all calorimeters

and over energies between 1 GeV and 3 GeV. The low end of this energy range was selected

to avoid potential contamination from noise pulses or the tail of the lost muon energy peak,

and the high end was selected because no meaningful asymmetry can be defined beyond
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the energy spectrum end point of 3 GeV. See Appendix A for a discussion of A-Weighted

histogram bin uncertainty assignments.

As the g − 2 asymmetry increases with energy, the A-Weighted histogram preferentially

weights high-energy positrons. This is the source of the A-Weighted procedure’s improved

precision relative to the T-Method. The preferential weighting of high-energy positrons also

increases the impact of gain perturbations and pileup, which are both most prevalent near

the endpoint of the energy spectrum. Therefore, as with the high-energy bins discussed in the

previous section, fit stability in the A-Weighted analysis is a good sign that detector effects

have been correctly handled. See Figure 6.17 for an illustration of the relative contributions

of positrons with different energies to the T-Method and the A-Weighted analyses.
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Figure 6.18: A-Weighted fit to the 60-Hour Dataset. The black points are the histogram
bin values and the green curve is the fit function. Each of the stacked rows displays 87µs of
data. Time increases with descending rows. The fit extends from 30.2µs to 650,µs.

The A-Weighted histogram was fit with the same model as the T-Method histogram
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(Figure 6.18). Best-fit values of energy dependent parameters—such as the g − 2 phase—are

expected to differ between the two approaches. Table 6.3 shows the obtained fit parameters

and their correlations with R, as Table 6.2 did for the T-Method. The results are very

similar. There are small changes in the amplitude and phase parameters, as expected from

the different energy weighting. The statistical precision of the extracted ωa value improved

by approximately 10% compared to the T-Method; it is the best achieved by any analysis

technique applied to the 60-Hour Dataset. Start time scans and fit residuals in the time and

frequency domains look by eye identical to those obtained from the T-Method analysis.

Analyses that employ different weighting schemes and data subsets produce R values that

are permitted to differ somewhat from one another. Exactly how much they are allowed to

differ is an active question within the E989 collaboration. A reasonable lower bound on

the allowed difference comes from treating the analysis result with the larger uncertainty as

having been derived from a subset of the data used for the result with the smaller uncertainty.

In this case, Equation 6.16 would apply. This can only be a lower bound, because one can

imagine a case in which two analysis techniques achieved the same precision but through

the use of different data or different weighting schemes. In such a case, a full analysis of

the correlations between the two techniques would be required to determine the allowed

statistical difference between the obtained results. Furthermore, each analysis technique has

different susceptibilities to detector-based systematic effects.

The T-Method analysis yielded a blinded R value of RT = −43.25±1.33. The A-Weighted

analysis gave RA = −42.53 ± 1.21. Using the simple approximation for a lower bound on the

allowed difference,

σRT−RA =
√

1.332 − 1.212

= 0.55.

The difference RT −RA is −0.72, approximately −1.3 ⋅σRT−RA . This is another manifestation

of the feature already identified in Figure 6.14: in the 60-Hour Dataset, R appears higher

when measured with positrons near 2.6 GeV than it does when measured with positrons at
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Table 6.3: Results of the A-Weighted fit to the 60-Hour Dataset.

Parameter Meaning Value Correlation with R [%]

R Blinded ωa −42.5 ± 1.2 100

N0 Normalization (1.596 ± 0.001) × 106 −0.5

τ Muon lifetime (64.437 ± 0.003) µs −0.3

A g − 2 asymmetry (35.659 ± 0.004)% 0.5

φ g − 2 phase (−2.0905 ± 0.0002) rad 82.7

ωCBO,0 CBO frequency (2.3049 ± 0.0003) rad/µs -1.3

τCBO CBO decoherence time (180 ± 10) µs -2.5

ACBO,N CBO N0 modulation (0.47 ± 0.01)% 3.4

φCBO,N Phase of CBO N0 modulation (1.78 ± 0.03) rad -1.7

ACBO,A CBO A modulation (0.09 ± 0.02)% -1.3

φCBO,A Phase of CBO A modulation (1.0 ± 0.3) rad 2.1

ACBO,φ CBO φ modulation (0.3 ± 0.2) mrad 0.9

φCBO,φ Phase of CBO φ modulation (−1.9 ± 0.7) rad 0.5

ωVW VW frequency (14.39 ± 0.01) rad/µs -1

τVW VW decoherence lifetime (20 ± 3) µs 0.8

AVW VW N0 modulation (1.0 ± 0.3)% -0.8

φVW Phase of VW N0 modulation (0.5 ± 0.4) rad -1.1

Kloss Muon loss correction amplitude 6.4 ± 0.2 -0.5
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lower energies. High-energy hits have a larger influence on the A-Weighted analysis than

they do on the T-Method, and thus the A-Weighted analysis of the 60-Hour Dataset yields

a higher R than does the T-Method analysis. This deviation is not particularly significant,

and thus it is no cause for alarm unless it appears in future datasets as well.

6.6.4 Per-Calorimeter Fits

The analyses presented thus far were conducted on histograms containing events from all

calorimeters. It is also possible to conduct analyses on each calorimeter individually. Doing

so allows for additional consistency checks. Certain parameters, such as R, τ , and Kloss

are expected to be the same across all calorimeters. Conversely, A, φ, N0, and the beam

oscillation parameters may differ based on imperfect energy calibrations and differing mate-

rials present between the calorimeters and the storage region, which can distort the observed

energy spectra in a calorimeter-dependent way. This section presents the consistency of

T-Method fit parameters between calorimeters.

Per calorimeter fits were conducted between 30.2µs and 400µs. Truncating the fit window

was necessary to avoid low-count histogram bins at late times. An all-calorimeter analysis

over the same truncated fit window was also conducted for the purposes of comparison, and

the obtained R value agreed with the per-calorimeter average. The all-calorimeter fit over

the truncated time region yielded an R value statistically consistent with the one obtained

over the full measurement window extending to 650µs. In the single-calorimeter fits, all

parameters were allowed to freely vary except for ωVW and τVW , which were fixed to the

values obtained from the all-calorimeter fit.

The range of momenta stored by the g − 2 ring corresponds to a range of cyclotron

frequencies. Some residual effects from orbital motion of the beam remain even after binning

positron hits by the average cyclotron period, Tc. These residual effects are almost entirely

eliminated when summing hits across all calorimeters. However, each individual calorimeter

is only able to observe a small slice of the storage ring, and thus the beam’s orbital motion

is more important when considering single calorimeter spectra. To reduce the impact of this
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effect, when constructing per-calorimeter histograms a random, per-fill time offset sampled

uniformly from the range (−Tc/2, Tc/2) was applied to all clusters at the histogramming

stage. This random offset scrambles the phase of the cyclotron motion, eliminating its effect

on the calorimeter fits.

Figure 6.19 shows the results of the per-calorimeter fits. Consistent R, τ , and Kloss values

were obtained for all calorimeters. These values were also consistent with those obtained from

the all-calorimeter fit described earlier. The parameter consistency between calorimeters

validates the treatment of beam oscillations, particularly the CBO and the VW. The CBO

acceptance modulation is a factor of 6 to 10 larger in single calorimeters than it is in the all-

calorimeter sum. This is because the CBO phase difference between calorimeters—described

in Section 3.3.5—creates a large cancellation when all calorimeter signals are combined.

6.7 Systematic Uncertainty Assessment

The E989 g − 2 Experiment was designed for a 100 ppb measurement of ωa. In this section,

data-driven estimates of the major E989 systematic uncertainties will be presented. It is

difficult to constrain these systematic uncertainties to the expected tens of parts per billion

given the relatively large statistical uncertainty of the 60-Hour Dataset measurement. Thus,

the estimates in this section should be taken as preliminary and subject to change following

the analysis of larger future datasets. A number of systematic uncertainties are driven by the

imperfect knowledge of beam properties, for instance the exact form of the beam oscillation

decoherence envelopes. As more data is collected and more simulations are completed,

knowledge of these properties will improve and the associated systematic uncertainties will

naturally reduce in size.

6.7.1 Systematic Uncertainty from Beam Oscillations

Assuming that the models employed to fit the CBO and VW are correct, beam oscillations

do not impart a systematic bias to ωa. Appendix B contains the full parameter correlation

matrices for the T-Method and A-Weighted fits. The parameter of interest, R, does not have
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Figure 6.19: χ2/ndf , R, τ , and Kloss by calorimeter. Good fits were achieved for all calorime-
ters. The total number of degrees of freedom and total χ2 displayed on the top left are the
sums of the respective quantities from each calorimeter. In the top right, the average R
across all calorimeters has been subtracted from each point. χ2 values displayed for each of
the R, τ , and Kloss plots are calculated from a fit to a constant value. The dashed lines are
the resulting best-fit constants.

a significant correlation with any of the beam oscillation parameters. Thus, the necessity

to include beam oscillations in the fit does not even dilute the statistical power of the

experiment. If one had perfect knowledge of all the beam oscillation parameters and needed

only to fit for the original five parameters, the uncertainty of the extracted R would improve

by less than one percent. This is truly a negligible contribution. The systematic uncertainty
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arising from beam oscillations is determined by the degree of confidence in the applied fit

model.

The CBO amplitude was assumed to reduce in size over time according to an exponential

decay law. Figure 6.6 showed that this assumption was well motivated by tracker-based

measurements of the stored beam oscillations. However, it is possible that the envelope

differs from an exponential form in ways to which the tracker is insensitive. The exact form

of the decoherence envelope depends on the stored muon momentum distribution and the

nonlinearities of the quadrupole fields. In the future, the form may become highly constrained

by further tracker analysis and beam dynamics simulations. Here, the sensitivity of the R

to the CBO envelope is extracted from the calorimeter data, and the associated systematic

uncertainty is determined by considering that sensitivity along with reasonable alternative

models for the envelope.

The T-Method and A-Weighted analyses were conducted with two alternative models for

the envelope:

ACBO(t) = A (e−t/τCBO +C) , (6.17)

and

ACBO(t) = Ae
−t/τCBO [1 +B cos(2πt/T − φ)] . (6.18)

Each of these models describes the tracker data more or less equally well, and the second is

motivated by an analytical beam dynamics evaluation [57, 86]. Attempts to use a Gaussian

envelope yielded a considerably worse χ2 for both the T-Method and A-Weighted fits, and

thus a Gaussian envelope will not be considered as a viable alternative to the exponential

envelope. Parameters of the above equations were taken from fits to the tracker data, except

for A which was replaced by the ACBO fit parameters. See Table 6.4 for a summary of these

results.

For both the T-Method and A-Weighted analyses, R varied by tens of parts per billion

when the assumed form of the CBO envelope was varied. Equation 6.17, an exponential

recovery plus a constant baseline, yielded fits with the smallest χ2. The R values extracted
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Table 6.4: Sensitivity of R to different CBO envelope functions.

CBO Envelope Function
T-Method A-Weighted

χ2 R χ2 R

Ae−t/τCBO 3987 -43.25 4006 -42.53

A (e−t/τCBO +C) 3982 -43.21 4002 -42.49

Ae−t/τCBO [1 +B cos(2πt/T − φ)] 3989 -43.27 4010 -42.55

with the different envelope forms spanned a range of 0.06. A change in R of 0.06 corresponds

to a 60 ppb shift of ωa. The two alternative envelope functions movedR in opposite directions.

As the data fit more-or-less equally well with all three functions, a systematic uncertainty of

±30 ppb is assigned based on the imperfect knowledge of the CBO envelope function.

The parameters of the tracker-provided model of the changing CBO frequency varied

slightly between the two tracking stations. To assess the sensitivity of R to the exact form

of the changing CBO frequency, the T-Method and A-Weighted fits were repeated using

the parameters from the two different stations. R was minimally affected, changing by 0.01

in both the T-Method and the A-Weighted analyses. The sensitivity to the CBO envelope

function was the same regardless of the frequency model used. This is as expected from the

covariance matrices shown in Appendix B: the CBO frequency is not highly correlated with

the CBO amplitude or decoherence time constant.

The sensitivity of R to the VW oscillations must also be assessed. Given that the time-

dependent CBO frequency has been attributed to the broken resistors in the quadrupole

system, the VW frequency must also be time-dependent. This is because the VW frequency,

like the CBO frequency, depends on the quadrupole field index. This has been neglected

given the VW perturbations to the calorimeter hit spectra are already much smaller than the

CBO perturbations, and the VW decoheres must more quickly. If the VW is entirely left out

of the fit, the extracted R value changes by only 0.05, though the χ2 values are significantly
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increased. As an adjustment of either ωVW or AVW from its best-fit value all the way to zero

effects such a small change in R, there is no way that percent-level changes or other small

perturbations could be significant. Thus, the systematic uncertainty of ωa originating from

incorrect modeling of the VW will be considered negligible.

Finally, potential acceptance effects at 2ωCBO will be discussed. Such effects were en-

tirely left out of the fit model but are expected to be present at some level, originating

from oscillations in the width of the stored beam. No component at 2ωCBO is visible in the

Fourier spectrum of the all calorimeter fit residuals. However, a peak is visible in the Fourier

spectrum of the residuals of some, but not all, single calorimeters fits. Cancellation in the

all-calorimeter spectrum is expected owing to the phase difference of the beam oscillations

seen by detectors at different azimuthal locations. Generally, when fitting all calorimeters

individually and then averaging the resulting R values, a result consistent with that of the

all-calorimeter analysis is obtained—provided the fits are all over the same measurement

window. The per-calorimeter average R varies by .01 when 2ωCBO terms are included com-

pared to when they are not. Thus, the effects of 2ωCBO oscillations on the all-calorimeter fit

are expected to appear at the 10 ppb level. As they were not included in the all-calorimeter

fit, a systematic uncertainty of 10 ppb is assigned. Table 6.5 summarizes the ωa systematic

uncertainties arising from imperfect knowledge of the beam oscillations. They are the same

for the A-Weighted and T-Method analyses.

Table 6.5: ωa systematic errors from beam oscillations.

Source Value

Form of the CBO envelope 30 ppb

Form of the changing CBO frequency 10 ppb

Oscillations at 2ωCBO 10 ppb

Quadrature sum 33 ppb
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6.7.2 Systematic Uncertainty from Pileup

Figure 6.20: Results of the pileup multiplier scan described in the text.

The pileup correction increases the statistical uncertainty of the ωa measurement. The

increase is very small—less than 1% (Appendix A)—and is not a significant contributor to

the uncertainty budget of the E989 experiment. The pileup systematic uncertainty, however,
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could be significant and must be assessed. Systematic uncertainties arise from imperfections

of the pileup correction. Recall that the E989 experiment’s target systematic uncertainty

from pileup is 40 ppb.

As was done in the Brookhaven E821 experiment, the pileup systematic uncertainty will

be assessed on two axes: uncertainty from imperfect knowledge of the pileup correction’s am-

plitude and uncertainty from imperfect knowledge of the pileup correction’s phase [8]. The

phase uncertainty is rooted in the ambiguity of the pileup spectrum’s time at the level of the

reconstruction dead time. The optimal correction amplitude depends on the time shift, and

thus the uncertainties arising from these two components are correlated. The E821 collab-

oration chose to add uncertainties from the pileup phase and the pileup amplitude linearly,

and the same conservative treatment will be applied here. The E821 collaboration also as-

sessed an uncertainty arising from unseen pileup, or pileup pulses below the reconstruction

threshold [53]. As the reconstruction threshold in E989 is much lower, no uncertainty from

unseen pileup will be assigned.

Table 6.6: Sensitivity of R to the pileup multiplier; dR/dPU is the slope of R versus the
pileup multiplier, σPU is the uncertainty of the optimal pileup multiplier, taken from the
curvature of χ2 versus pileup multiplier, and σR is the systematic uncertainty from imperfect
knowledge of the pileup correction’s amplitude.

dR/dPU σPU σR

T-Method -0.17 0.09 0.015

A-Weighted -0.22 0.06 0.013

Sensitivity to the pileup correction’s amplitude was determined by repeating the ωa anal-

ysis with different artificial scalings of the pileup spectrum. Full 18 parameter fits were

conducted at each step. Scale factors ranged from 0 to 1.4, where 1 corresponds to the

scale obtained from fitting the pileup spectrum to the high-energy tail of the uncorrected

energy spectrum. The results of this study are shown in Figure 6.20 and summarized in Ta-
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ble 6.6. Uncertainty of the optimal pileup multiplier is taken as the inverse square root of the

quadratic coefficient of the χ2 versus pileup multiplier curve, or, equivalently, the distance

from the minimum that increases the χ2 by 1. The pileup multipliers yielding the minimum

χ2 values were consistent with one within their uncertainties for both analysis techniques,

which is a valuable consistency check of the pileup correction procedure. The A-Weighted

analysis was slightly more sensitive to the pileup correction scale than the T-Method, lead-

ing to a larger change of R with pileup scale, but also a smaller uncertainty of the optimal

scale. Obtained ωa systematic uncertainties from the pileup amplitude were 15 ppb for the

T-Method and 13 ppb for the A-Weighted analysis. Interestingly, the systematic error from

the pileup amplitude does not change much with the artificial dead time used in reconstruc-

tion. Increasing the amount of pileup increases the slope of R versus pileup scale, but it also

reduces the uncertainty of the optimal scale. These two effects tend to compensate for each

other.

The fit χ2 is extremely insensitive to the pileup correction’s phase. Repeating the ωa

analysis with the pileup spectrum shifted by an entire cyclotron period, 149 ns, changed the

fit χ2 by 0 to 2, depending on the analysis technique and the direction of the shift. The

change in R was linear with the pileup time shift over this region, and the slope of R versus

time shift was used to calculate the ωa systematic uncertainty. As the χ2 is very insensitive

to time shifts of the pileup spectrum, a scan similar to the one used for the pileup amplitude

is not effective in determining the uncertainty of the pileup phase. For this analysis, a 2.5 ns

dead time was employed during the reconstruction. It is therefore not reasonable to shift the

pileup spectrum by more than 2.5 ns. Assuming no knowledge other than that the pileup

spectrum should be shifted by some value between −2.5 and 2.5 ns, the uncertainty of the

pileup correction’s time, σt,pu can be calculated as

σt,pu =

√

∫

2.5 ns

−2.5 ns
t2

1

5 ns
dt

σt,pu ≈ 1.4 ns. (6.19)

Thus, 1.4 ns is taken as the uncertainty of the pileup correction’s time. This can be combined
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with the sensitivity of R to the pileup phase to determine an ωa systematic uncertainty.

Values resulting from such a determination are summarized in Table 6.7.

Table 6.7: Sensitivity of R to time shifts of the pileup spectrum, i.e. pileup phase; dR/dtpu
is the slope of R versus the pileup time shift, σt,pu represents the range of reasonable pileup
time shifts as described in the text, and σR is the systematic uncertainty from imperfect
knowledge of the pileup correction’s phase.

dR/dtpu σt,pu σR

T-Method 0.003 ns−1 1.4 ns 0.004

A-Weighted 0.027 ns−1 1.4 ns 0.038

The A-Weighted analysis is nearly ten times more sensitive to time shifts of the pileup

spectrum than is the T-Method. Figure 6.21 shows why. The A-Weighted pileup spectrum

displays much sharper oscillations than the T-Method pileup spectrum. As the uncertainty of

the pileup phase cannot easily be extracted from the fit itself—at least not with the statis-

tics of the 60-Hour Dataset—the systematic uncertainty from the pileup phase increases

linearly with the reconstruction dead time through Equation 6.19. It is therefore benefi-

cial to reconstruct the data with the smallest possible dead time. The large pileup phase

contribution to the A-Weighted systematic uncertainty could be reduced by improving the

overall pileup separation efficiency in the reconstruction. That this is possible has already

been demonstrated by another analysis group within the collaboration using an alternative

reconstruction procedure [93].

The systematic uncertainties from pileup are summarized in Table 6.11. The total is

significantly larger for the A-Weighted analysis than it is for the T-Method. While in the

case of the 60-Hour Dataset the reduced statistical uncertainty of the A-Weighted analysis

greatly exceeds the increased pileup systematic uncertainty, this will not necessarily be the

case with a larger dataset. Conversely, with a larger dataset the pileup phase will almost

certainly be better constrained. Assuming no improvement to the calorimeter reconstruction,



206

30 40 50 60 70 80 90 100
time [ s]

0.3

0.2

0.1

0.0

0.1

0.2

0.3

pi
le

up
 sp

ec
tru

m
 [a

.u
.]

A-Weighted
T-Method

Figure 6.21: Pileup contaminations of the T-Method and A-Weighted histograms, defined
as the difference between an uncorrected histogram and a pileup corrected histogram. The
oscillations of the A-Weighted pileup spectrum are much sharper than those of the T-Method,
which causes the A-Weighted analysis to be more sensitive to small time shifts of the pileup
correction. The chosen T-Method threshold is near the threshold at which the oscillatory
component of the pileup spectrum changes sign. This reduces the sensitivity of the T-Method
analysis to small time shifts of the pileup correction.

the muon storage rate improvements expected in Run 2 and Run 3 will increase the relative

pileup contamination. In both the T-Method and A-Weighted analyses, it appears that the

ultimate target of 40 ppb is achievable.

6.7.3 Variation of the Artificial Dead Time

An alternative validation of the pileup correction will now be presented. The reconstruction

software allows for an artificial dead time (ADT) to be imposed at the clustering stage.
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Table 6.8: ωa systematic uncertainties from imperfections of the pileup correction, sepa-
rated into contributions from uncertainty of the pileup amplitude and uncertainty of the
pileup phase. As the pileup phase and the pileup amplitude are correlated, the systematic
uncertainties are added linearly.

Amplitude contribution Phase contribution Linear sum

T-Method 15 ppb 4 ppb 20 ppb

A-Weighted 13 ppb 38 ppb 51 ppb

Clusters closer in time than the ADT are combined. Figure 6.22 shows the time difference of

consecutive clusters following reconstruction passes with different ADT configurations. With

a properly functioning pileup correction, ωa values obtained with different ADT’s should

agree within an allowed drift from the increasing statistical uncertainty with increasing ADT

(Appendix A). The allowed drift can be estimated using Equation 6.16. Increasing the ADT

from 2.5 ns to 15 ns will enhance the R uncertainty by approximately 1%, corresponding to an

allowed drift of approximately 0.14σR. In the case of the 60-Hour Dataset, this allowed drift

is larger than the estimated systematic uncertainties listed in Table 6.11. For the planned

100 ppb dataset, however, extraction of consistent ωa values with varying ADT’s will be a

powerful demonstration that systematic effects from pileup are understood.

The entire 60-Hour Dataset was processed with seven different ADT’s between 2.5 ns

and 15 ns. With each ADT, the dataset was analyzed for ωa with and without the pileup

correction. The results of this study are shown in Figure 6.23. With the statistics of the

60-Hour Dataset, the ±1σ bands at 15 ns of ADT are approximately 200 ppb wide. They are

larger in the A-Weighted case because of the larger overall pileup contamination. In both

cases, the result at 15 ns ADT agrees with the one at 2.5 ns ADT. Additionally, the corrected

points do not move off the baseline unidirectionally, but wander randomly within the bands

as would be expected from a purely statistical drift. With a 100 ppb dataset, the bands at

15 ns would be approximately 20 ppb wide. Thus, the ability of an ADT sweep to constrain
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Figure 6.22: Time separation of consecutive clusters over 1 GeV with different artificial dead
times, courtesy of Jason Hempstead. The same subset of the 60-Hour Dataset was processed
in each case.

the pileup systematic uncertainty improves with the statistical precision of the dataset to

which it is applied.

6.7.4 Systematic Uncertainty from Changing Detector Gains

The systematic uncertainty from imperfect gain corrections must be assessed. In the future,

dedicated studies with the laser calibration system and greater numbers of in-fill laser pulses

will provide very precise measurements of the predictable calorimeter gain perturbations. In

the 60-Hour Dataset, there is an ambiguity in the gain correction function at the level of

0.5×10−4 at the fit start time of 30.2µs. Figure 6.16 displayed evidence that, in the 60-Hour

Dataset, the detector gains were not completely stabilized by the in-fill gain correction.

The first component of the gain-based systematic uncertainty comes from the extraction

of the flash recovery function parameters (Section 6.5.4). The curves obtained from the

in-fill laser pulses were fit with exponential recovery functions, and the obtained function
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Figure 6.23: ωa analysis of the 60-Hour Dataset with different ADT’s. The black and blue
dashed lines on the left respectively correspond to the 1σ and 2σ allowed statistical drift from
the starting point at 2.5 ns ADT. The R values are plotted relative to the corrected point
at 2.5 ns. The red lines are guides to the eye, extrapolations of the pileup bias extracted
from the point at 2.5 ns to larger ADT’s. In both the T-Method and A-Weighted analyses,
the corrected point at 15 ns lands well within the allowed bands despite a pileup correction
of 1 ppm—close to the measurement’s entire statistical uncertainty. On the right is χ2/ndf
versus fit start time for three representative ADT’s. After the pileup correction, the obtained
χ2/ndf is stable versus start time, even with a 15 ns ADT.
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parameters had uncertainties on the order of 10%. Additionally, the effect of the flash

recovery function on the extracted R value was determined to be linear in the correction

amplitude. Here, the systematic uncertainty of R owing to the flash recovery correction is

estimated as 10% of the shift in R between when no correction is applied and when the full

correction is applied. This is a very conservative estimate, as it implicitly assumes complete

correlation of the recovery function parameters across all of the calorimeter channels. Even

with this conservative treatment, the systematic uncertainty of R from the flash recovery

is very small, approximately 10 ppb for both the T-Method and A-Weighted analyses. The

exact values are given in Table 6.9. The smallness of this effect is not surprising given that

the flash recovery is almost entirely complete by the fit start time.

Table 6.9: Estimated ωa systematic uncertainties from the flash recovery model, also called
the in-fill gain correction. In the table, the referenced correction is the in-fill gain correction.

Uncorrected R Corrected R Correction uncertainty σR

T-Method -43.255 -43.370 10% 0.011

A-Weighted -42.530 -42.627 10% 0.010

The second component of the gain-based systematic uncertainty comes from consistent

gain perturbations that are not accounted for by the in-fill gain correction. Such perturba-

tions certainly exist because the in-fill gain correction models only the flash recovery, but

there must be—at some level—a rate-dependent gain effect from the positron decays them-

selves. This effect cannot be much larger than 0.5× 10−4, or else it would have been directly

detected through the in-fill laser pulses. The implications of a small yet uncorrected gain

perturbation will now be explored.

First consider the effect a small gain perturbation would have on the calorimeter energy

spectrum. This was discussed in Chapter 3. Equation 3.38 encodes how a change in calorime-

ter gain affects the energy spectrum. Let ρp(E) be the instantaneous, gain-perturbed energy
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spectrum at some unspecified time, let 1− δg be the relative gain perturbation at that time,

and let ρ(E) be the unperturbed energy spectrum. The gain perturbation, δg, should be un-

derstood as a function of time that smoothly approaches zero by the end of a muon fill, after

the detectors have presumably recovered to their unperturbed states. The perturbed energy

spectrum, ρp(E), smoothly transitions into the unperturbed energy spectrum, ρ(E), as the

gain perturbation approaches zero. With these quantities defined, Equation 3.38 becomes

ρp(E) =
1

1 − δg
ρ(

E

1 − δg
) . (6.20)

Any δg of interest must be very small, less than one per-mille, so the above can be expanded

to leading order in δg to obtain

ρp(E) = ρ(E) + δg [ρ(E) +E
dρ

dE
] . (6.21)

Finally, this can be expressed as a fractional perturbation:

ρp(E) − ρ(E)

ρ(E)
= δg (1 +

E

ρ(E)

dρ

dE
) . (6.22)

Figure 6.24 shows this fractional perturbation by energy assuming a δg of 5×10−4. It is quite

large at high energies, where ρ(E) is small.

Gain perturbations that may be below the sensitivity of the laser system can inflict

percent-level early-to-late baseline distortions on high-energy bins. As will be discussed in

the next section, the muon loss effect is at most a percent-level baseline distortion. Thus,

very small gain effects can match or exceed the size of the muon loss correction. Here it is

argued that such gain effects are a likely cause of the Kloss parameter’s instability at high

energies, which was identified in Section 6.6.2.

The 60-Hour Dataset was reanalyzed assuming three different gain perturbations remain-

ing after the in-fill gain correction. Investigations into the possible form of rate-dependent

gain perturbations suggest that, after a rapid initial decrease, the gain will recover as [65]

δg(t) ≈Ke−t/τ [1 +Ag cos (ωat − φ)] . (6.23)
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Figure 6.24: The effect of 5 × 10−4 gain perturbation on the calorimeter energy spectrum,
obtained by replacing ρ(E) in Equation 6.22 with the measured energy spectrum from the
60-Hour Dataset.

This neglects effects from the stored beam oscillations. The gain oscillation asymmetry, Ag,

can be as large as 0.2, and the phase of the oscillation, φ, should match that of the positron

hit time spectrum. Setting K to 10−3 yields a perturbation of 0.6×10−4 at the fit start time,

which is about the maximum level that could remain undetected by the laser calibration

measurements. The three trial gain perturbation functions all followed Equation 6.23 and

had K = 10−3. They differed in the value chosen for Ag, the gain oscillation asymmetry. The

values -0.2, 0, and 0.2 were used. The value 0.2 is justified as it is the overall asymmetry of

the energy-weighted hit rate [65].

The pileup-subtracted hit spectrum was corrected for residual gain perturbations assum-

ing each of the three trial gain functions. The finely-binned, pileup-corrected calorimeter

spectrum was taken as ρp(E) and transformed into ρ(E) following Equation 6.22, which

can be inverted to order δg to obtain ρ(E) as a function of ρp(E). This procedure will be

referred to as an artificial gain correction, as it is applied to the measured hit spectrum on

average rather than during the reconstruction. Following the artificial gain correction, the

full ωa analysis was repeated. Figure 6.25 shows Kloss versus energy with and without the
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artificial gain correction. A gain perturbation of 6 × 10−4 can indeed explain the instability

of Kloss with positron energy.
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Figure 6.25: Kloss versus positron energy with and without the artificial gain correction. An
uncorrected early-to-late gain perturbation of 6 × 10−4 at the fit start time can explain the
instability of Kloss versus positron energy.

The three trial values for the gain oscillation asymmetry all stabilize Kloss versus positron

energy equally well. To determine which is most reasonable, one can appeal to g − 2 asym-

metry start time scans. A gain oscillation at ωa would affect the g − 2 asymmetry, and—as

the gain perturbation reduces in size with time—one would expect to observe a shifting g−2

asymmetry with fit start time. As shown in Figure 6.26, this effect is visible even with the

statistics of the 60-Hour Dataset. One expects Ag in Equation 6.23 to be positive so that

the gain perturbation is largest when the hit rate is largest, and, indeed, the asymmetry is

most stable versus start time when Ag is positive. Additionally, the possibility of negative

Ag can be eliminated based on the results of the start time scan.

The main purpose of this exercise was to determine a reasonable systematic uncertainty
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Figure 6.26: g − 2 asymmetry versus start time with differing artificial gain corrections. The
displayed functions are the hypothesized gain perturbations that were then removed using
the procedure described in the text. A gain correction without an oscillatory component
destabilizes the asymmetry versus start time. Choosing the wrong oscillation phase worsens
the instability. When the phase is chosen such that the gain perturbation is largest when
the hit rate is largest, the asymmetry becomes stable versus fit start time.

from rate-dependent gain perturbations not removed by the in-fill gain correction. Evidence

has been presented suggesting that these perturbations could be as large as 6 × 10−4 at the

start of the ωa fit. Of the trial gain functions considered, only the choice of Ag = 0.2 yielded

stable start time scans, and thus the others can be discounted. The changes in R and χ2 when

correcting for the trial gain function with Ag = 0.2 are summarized in Table 6.10. In both

cases, ωa is affected at the level of 60 ppb. While the trial gain function is well motivated,

there is, as of this writing, no conclusive, direct evidence that it is correct. Nevertheless, the

study just described provides reasonable estimates of the sensitivity of R to uncorrected, rate-

dependent gain perturbations. The improvements of the fit χ2 and of Kloss versus positron

energy do suggest that some additional gain correction is warranted. For the purposes of the
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systematic uncertainty estimates in this document, the full R shifts given in Table 6.10 will

be taken as upper bounds on the systematic uncertainty contribution from rate-dependent

gain changes. Through ongoing analysis of the laser calibration data and upcoming analysis

of Run 1 datasets besides the 60-Hour Dataset, these upper bounds will be converted into

proper systematic uncertainties before the first E989 aµ measurement is published.

Table 6.10: Effect of the trial gain function described in the text on R and χ2. Artificially
correcting for the trial gain function shifted ωa by 55 ppb in the T-Method and 70 ppb in
the A-Weighted analysis. For both analyses, the fit χ2 became smaller after the correction.
The differences ∆R and ∆χ2 are defined as the corrected quantity minus the uncorrected
quantity.

∆R ∆χ2

T-Method -0.055 -3

A-Weighted -0.070 -7

Table 6.11: ωa systematic uncertainties from changing detector gains. Only an upper bound
on the uncertainty stemming from rate-dependent detector gains is presented here.

Flash recovery model Rate dependent gain changes Quadrature sum

T-Method 11 ppb < 55 ppb < 56 ppb

A-Weighted 10 ppb < 70 ppb < 71 ppb

The gain systematic uncertainty assessments from this section are summarized in Ta-

ble 6.11. The ultimate Run 1 systematic uncertainty from changing gains is expected to be

significantly smaller than the upper bounds shown in the table. Dedicated laser measure-

ments are planned to constrain the possible size of the rate-dependent gain perturbations.

Assuming linear scaling of the systematic bias, the rate-dependent gains need only be known
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to within 25% of the range explored in this section to bring the total gain systematic uncer-

tainty below the target of 20 ppb.

6.7.5 Systematic Uncertainty from Muon Losses

The remainder of this section is concerned with systematic uncertainties from beam dy-

namics effects—specifically muon losses, differential decay, and the electric field and pitch

corrections—that cannot be fully constrained by the ωa fit itself. These effects were intro-

duced in Chapter 3. Each of them requires its own in depth analysis, supported with beam

dynamics simulations, to fully quantify, and each has its own dedicated working group within

the E989 collaboration. As their analyses are not yet complete, only upper bounds for the

associated systematic uncertainties will be estimated here.

Muons losses during the measurement period directly bias ωa if the loss probability for any

given muon is not independent from its initial g − 2 phase. If there does exist a dependence

of the loss probability on the initial phase, muon losses will cause a time evolution of the

stored muon population’s average phase and bias the observed ωa according to Equation 3.3.

This effect exists regardless of whether the muon loss correction described in Section 6.5.2

is included in the ωa fit. To exactly determine the magnitude and sign of this bias, one

must fully understand all the correlations between stored muon phase space variables, and

one must understand how these variables relate to muon losses. To this end, detailed beam

injection and storage simulations are in progress. Without this knowledge, however, one can

still estimate an upper bound on the ωa bias from muon losses.

In the presence of losses, the number of muons stored in the ring at any given time obeys

Equation 6.9. The term (1 −Kloss ∫
t

0 e
t′/τL(t′)dt′) encodes the correction to pure exponential

decay caused by losses. The absolute scale is set by the Kloss parameter, which is extracted

from the previously discussed fits to the calorimeter hit spectra. The Kloss value used here

comes from the T-Method fit following the artificial gain correction described in the previous

section. As the gain correction improved the stability of Kloss with positron energy, it is likely

that the gain-corrected hit spectra provide a more reliable measurement of Kloss than do the
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Figure 6.27: Muon loss fraction, floss, from the 60-Hour Dataset. This quantity is relative to
the fit start time of 30.2µs. The absolute scale is set by the Kloss parameter extracted from
the T-Method analysis. A fractional loss correction of, for example, 0.5% at 100µs means
that 100µs into the fill there are 0.5% fewer muons stored in the ring than there would be
in the absence of losses. This metric requires no knowledge of anything before the start of
the fit at 30.2µs.

uncorrected ones. The artificial gain correction increased the measured value of Kloss by

approximately 20%.

Losses that occur before the fit start time are not relevant to the ωa measurement. Thus,

useful metrics regarding the number of muon losses must be relative to the start of the

measurement window, ts. One such metric is the loss fraction, floss(t), defined as follows:

floss(t) =
Kloss

1 −Kloss ∫
ts

0 et′/τL(t′)dt′
∫

t

ts
et

′/τL(t′)dt′, (6.24)

whereby floss measures the cumulative number of losses relative to the number of muons

present in the ring at the start of the ωa measurement window. An floss(t) of 1% means that

at time t there are 1% fewer stored muons remaining than there would be from exponential

decay alone. Figure 6.27 shows this quantity as a function of time in the 60-Hour Dataset.

It approaches 1% by the end of the fill and is thus comparable in size to the gain and pileup
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effects in high-energy bins.

As a worst case scenario, imagine that all lost muons come from the extreme low (or

high) end of the momentum distribution. In this situation, losses would cause the average

stored muon momentum to change over time. This alone would not be an issue unless there

were a correlation between muon momentum and initial phase. Such a correlation is created

by the injection beamline, particularly the delivery ring. High-momentum muons, having a

higher cyclotron period, spend more time in the delivery ring than low-momentum muons

do, and thus their spins precess more before they are injected into the g − 2 storage ring.

Simulations have suggested that the change in phase per momentum could be as large as

0.3 mrad per MeV/c. Assuming the average stored muon momentum changes at a constant

rate, the ωa bias is

∆ωa
ωa

=
1

ωa
⋅
d⟨p⟩

dt
⋅
d⟨φ⟩

d⟨p⟩
. (6.25)

To obtain a number, d⟨p⟩
dt must be estimated.
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Figure 6.28: Illustration of a normal distribution with 0.6% of its total probability removed
from the low side. The black curve shows the full normal distribution, and the blue the
truncated distribution. Removing the bottom 0.6% of the probability distribution shifts the
mean from 0 to 0.017σ. This number is used for the muon loss systematic error estimate
described in the text.
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The 60-Hour Dataset loss fraction 100µs after the start of the fit is approximately 0.6%.

In the worst case scenario described above, the bottom 0.6% of the momentum distribution

would be lost by 100µs. The change in average momentum that this would cause depends

on the exact shape of the momentum distribution. In the case of a normal distribution,

removing the bottom 0.6% of the total probability shifts the mean by 0.017σ (Figure 6.28).

While it is known that the stored momentum distribution is not normal, this number allows

for a concrete estimate of the ωa bias from muon losses. Figure 6.27 shows that the loss

fraction increases steeply at early times, but its rate of change decreases at 100µs and then

remains more-or-less constant. Most of the data used for the ωa analysis comes in the first

100µs. For this estimate, we will assume a constant rate of change of 0.017σ per 100µs.

The last ingredient needed to complete this estimate is the standard deviation of the

stored momentum distribution, the momentum width. The fast rotation analysis provides a

distribution of cyclotron frequencies, which can be converted to a momentum distribution.

In the 60-Hour Dataset, the momentum width was found to be 3.4 MeV/c. Thus, the change

of 0.017σ corresponds to an average momentum shift of 0.06 MeV/c over 100µs. This and

the estimate of d⟨φ⟩
d⟨p⟩ listed above can be combined to provide an estimated upper bound for

the lost muon systematic bias. Doing so,

∆ωa
ωa

=
1

ωa
⋅
d⟨p⟩

dt
⋅
d⟨φ⟩

d⟨p⟩

=
1

1.44rad/µs
⋅
0.06 MeV/c

100µs
⋅
0.3 mrad

MeV/c

= 125 ppb.

In the worst case scenario where all lost muons come from the extreme end of the momen-

tum distribution, the ωa bias is estimated to be 125 ppb. Many imperfect assumptions and

approximations contributed to this estimate, but it does provide a plausible scale for the size

of the lost muon effect. This result does not mean the E989 Run 1 systematic uncertainty

from lost muons will be 125 ppb, as simulations and tracker measurements will reveal where

in stored muon phase space the losses are actually occurring. If losses do tend toward one
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side or the other of the momentum distribution, a correction will be applied and the resulting

systematic uncertainty will be that correction’s uncertainty, not the bias estimated here.

6.7.6 Systematic Uncertainty from Differential Decay

Section 3.3.2 presented the differential decay effect. The boosted decay lifetime depends

on muon momentum, and this alone is enough to create a time-dependent distortion of the

stored muon momentum distribution. Equation 3.22 gave the size of the resulting bias as a

function of the stored momentum width and d⟨φ⟩
d⟨p⟩ . Repeated here,

∆ωa
ωa

= −
mµv

ωaτµ
(
σp
p0

)
2

⋅
d⟨φ⟩

d⟨p⟩
.

Estimates for d⟨φ⟩
d⟨p⟩ and the momentum width were presented in the previous section.

With these numbers, the differential decay bias is 12 ppb. This is very small in the context

of E989 Run 1, but may become important in later runs. With d⟨φ⟩
d⟨p⟩ known, the sign of the

differential decay bias is determined. Unlike muon losses, differential decay can only ever

cause the average momentum to increase with time. Therefore, a correction can easily be

applied if the bias is deemed too large to tolerate.

6.7.7 Systematic Uncertainty from the Electric Field and Pitch Corrections

The electric field and pitch corrections (Section 3.3.6) are not determined from analyses like

the one described in this chapter. The electric field correction depends on the stored muon

equilibrium radius distribution (Figure 6.1), which is extracted from the beam debunch-

ing envelope through the fast rotation analysis. The pitch correction is derived from the

transverse distribution of stored muons, specifically the marginal distribution in y. This is

measured with the tracking detectors. Both of these analyses are still in progress. Those

involved are confident that, for Run 1, each correction will be determined to better than

50 ppb. Assuming 50 ppb in both cases, the limit on the quadrature sum is 70 ppb. The final

uncertainties cannot be known before the analyses are complete.
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6.7.8 Summary of the Systematic Uncertainties

Data-driven estimates for the known Run 1 ωa systematic uncertainties have been presented.

In some cases, only conservative upper bounds could be determined. The estimates are

summarized in Table 6.12. It is of course possible that more effects will be discovered in the

Run 1 data, but initial results are promising. Known avenues for improvement have been

identified in all cases where the Run 1 estimates differ significantly from their targets.

Table 6.12: Estimated E989 Run 1 systematic uncertainties and the target values presented
in Chapter 3. Run 1 values are for the T-Method.

Uncertainty source Run 1 estimate Target value

Beam dynamics effects < 150 ppb < 50 ppb

Lost muons < 125 ppb 20 ppb

CBO 30 ppb 30 ppb

E-field and pitch corrections < 70 ppb 30 ppb

Detector effects < 60 ppb < 50 ppb

Gain changes < 60 ppb 20 ppb

Pileup 20 ppb 40 ppb

Total quadrature sum < 160 ppb < 70 ppb
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6.8 Outlook

The 60-Hour Dataset is one of seven E989 Run 1 subdatasets with conditions suitable for ωa

analysis. Relative unblinding of the ωa values extracted from the 60-Hour Dataset by up to

seven independent analysis teams is planned for early spring of 2019. Following thorough data

quality filtering and production processing, the remaining six subdatasets will be analyzed for

ωa using the same techniques described in this chapter. Relative unblinding of these numbers

is planned for mid-2019. If there is agreement between all analyzers and the internal review

committees are satisfied, the Run 1 result will be published shortly thereafter.

The combined Run 1 statistical uncertainty of ωa is projected to be 350 ppb. In the worst-

case scenario where no improvements beyond the upper bounds shown in Table 6.12 are

realized, the systematic uncertainty of the Run 1 ωa measurement would be 160 ppb. Thus,

the Run 1 ωa result will be statistics-limited. Regarding the magnetic field measurement, the

projected Run 1 uncertainty of ω̃p is 140 ppb. The uncertainty of the E989 aµ measurement

is entirely dominated by the uncertainty of the ratio ωa/ω̃p, which can be decomposed into

the statistical uncertainty of the ωa measurement and the systematic uncertainties of the

ωa measurement and the ω̃p measurement. Using the worst-case value for the ωa systematic

uncertainty,

σaµ,Run 1
≈

√

(350 ppb)
2
+ (160 ppb)

2
+ (140 ppb)

2
,

σaµ,Run 1
≈ 410 ppb.

If the ωa systematic uncertainty were improved to 70 ppb, the design target, the above

result would change to 380 ppb. These numbers can be compared to the uncertainty of the

combined aµ result from Brookhaven, 540 ppb.

The E989 Run 1 measurement will be the first experimental value of aµ with sub-ppm

precision since the final Brookhaven result was published, nearly two decades before this

writing. For the E989 Run 1 result and the Brookhaven result to agree within 1σ, the

difference between the E989 value and the Standard Model prediction must be at least 3σ.
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Independent confirmation would effectively eliminate the possibility that the long-standing

muon g−2 discrepancy was caused by a statistical fluctuation. By the time the Run 1 result

is published, collection of the ∼200 ppb Run 2 dataset will be nearly finished and its analysis

will be well on its way. Run 3 will occur in 2020, completing the E989 combined dataset.

With the expected improvements to muon storage rates, the E989 experiment will achieve

its target precision of 140 ppb.
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Appendix A

PILEUP CORRECTED BIN UNCERTAINTIES

This appendix presents the bin uncertainties for T-Method and A-Weighted histograms

following the pileup correction procedure described in Section 6.5.3. The effect of the pileup

imparted uncertainty enhancements on A-Weighted and T-Method fits from the 60-Hour

Dataset are also discussed.

A.1 Pileup Correction Overview

The pileup correction presented in Section 6.5.3 is based on an empirical per-calorimeter

per-fill positron hit distribution ρ(E, t). Note that when spatial information is not used for

pileup discrimination during reconstruction, the spatial hit distribution of positrons need not

be considered. The measured, pileup perturbed hit distribution is taken to be ρ(E, t). The

error in using a pileup perturbed hit distribution to generate the double pileup correction

appears at the order of triple pileup. The procedure can be improved further by modeling

triple pileup and running multiple iterations of the correction procedure. However, the effect

of additional bin uncertainties created by the pileup correction is already so small that

treatment up to the level of double pileup should be sufficient here. Thus, bin uncertainty

effects from triple pileup will not be considered.

Repeating Equation 6.11, the perturbation to the measured hit spectrum from double

pileup is:

δρpu,d(E, t)∝ ∆t [∫ ρ(E −E2, t) ⋅ ρ(E2, t)dE2 − 2ρ(E, t)∫ ρ(E2, t)dE2] ,

where ∆t is the detector dead time. One important observation from this is that the pileup

correction at a given time is independent from the pileup correction at any other time.
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Thus, while the pileup correction can create correlations between energy bins, it cannot

create correlations between time bins. This equation also assumes that the reconstruction

reports the energy of unresolved double pileup as the sum of the energies of the constituent

pulses, with no gain reduction. While this assumption is surely violated at some level, it

appears sufficient for generating a pileup correction whose shape matches the high-energy

tail observed in energy distributions constructed from data.

In practice, the pileup correction begins with a finely binned histogram representing

ρ(E, t), except aggregated over an entire dataset rather than just a single fill. I will call this

object Nij, with i as an energy bin and j a time bin. Furthermore—as the pileup correction

in each time bin is independent—I will work with the object Ni, which is the number of

counts in energy bin i at some unspecified time. Whatever equations are derived will apply

to any time bin. When considering a single calorimeter, Nij is related to ρ(E, t) by:

Nij = Nfills∬
bin ij

ρ(E, t)dE dt

≈ Nfills ⋅wE ⋅wt ⋅ ρ(E, t), (A.1)

where wE and wt refer to the bin widths. Following this, the pileup perturbation in a given

energy bin calculated from the discrete bin counts N is:

δNi = ε(∑
j<i

NjNi−j−1 − 2Ni∑
j

Nj) , (A.2)

ε =
∆t

wt

⋅
1

Nfills

. (A.3)

The proportionality constant ε can be extracted from the data by fitting the pileup correction

to the observed high-energy tail and then related to the dead time using the above equation.

It is a small parameter. The pileup corrected histogram, N c
i , is Ni − δNi:

N c
i = Ni + ε(2Ni∑

j

Nj −∑
j<i

NjNi−j−1) . (A.4)

The corrected spectrum, N c
i , is then used to generate T-Method, A-Weighted, or energy-

binned histograms. In general, variables with a c superscript will refer to pileup corrected

objects whereas those without a c superscript will refer to uncorrected objects.
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A.2 Uncertainty of a Single Energy Bin

In this section, the variance of a pileup corrected energy bin is calculated. Through Equa-

tion A.4, the content of an energy bin in the pileup corrected histogram depends on the

contents of all energy bins in the pileup perturbed histogram. The pileup perturbed his-

togram, being what is originally measured in the experiment, obeys counting statistics, and

the statistical fluctuations in each energy bin are independent. Consequently, the statistical

fluctuations of the energy bin contents in the pileup corrected histogram are correlated with

each other. Calculating the variance of each pileup corrected energy bin alone is not sufficient

to determine the variance of T-Method or A-Weighted histogram bins, which are built from

sums over a number of the correlated energy bins.

The variance of a pileup corrected energy bin can be determined by considering its depen-

dence on each of the uncorrected energy bins, which have independent statistical fluctuations:

σ2
Nc
i
=∑

j

σ2
Nj

(
∂N c

i

∂Nj

)

2

σ2
Nc
i
=∑

j

Nj (
∂N c

i

∂Nj

)

2

. (A.5)

That last step comes from assuming the uncorrected bin contents obey Poisson statistics.

To continue, we need to calculate the derivative that appears in the above equation. This

can be done directly from Equation A.4:

∂N c
i

∂Nj

= δij + 2ε(δij∑
k

Nk +Ni −Ni−j−1)

∂N c
i

∂Nj

= δij + 2ε (δijI +Ni −Ni−j−1) , (A.6)

where δij is the Kronecker delta and I is ∑jNj, the total number of hits in the time bin in

question.

Equation A.5 and Equation A.6 together provide the uncertainty of a pileup corrected
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energy bin. The expressions simplify greatly when dropping order ε2 terms:

(
∂N c

i

∂Nj

)

2

= δij [1 + 4ε (I +Ni)] +O(ε2)

≈ δij [1 + 4εI]

The Ni term is dropped because I, the integral over all energy bins, is much larger than Ni,

the number of hits in any given single energy bin. Completing the sum in Equation A.5 gives

σ2
Nc
i
= Ni (1 + 4εI) +O(ε2). (A.7)

So, to leading order in ε, the energy bin variances are uncorrelated even after the pileup

correction. It is interesting to see how the pileup corrected energy bin variances compare to

N c
i , what they would be in the case of Poisson statistics. Using Equation A.4 and dropping

terms of order ε2, the result is

σ2
Nc
i
= N c

i [1 + ε(2I +
1

N c
i

∑
j<i

N c
jN

c
i−j−1)] . (A.8)

The bin uncertainty is increased relative to what it would be in the case of Poisson statistics.

With a 2.5 ns deadtime and no spatial separation, the uncertainty enhancement—defined as

σNc
i
/
√
N c
i —is about 1.005 for most energies, but it increases dramatically for the energies

with large pileup contamination factors, see Figure A.1.

A.3 T-Method Uncertainty Enhancements

The T-Method counts all hits above a defined threshold. In other words, the number of

pileup-corrected T-Method counts in a given time bin, N c
T , is

N c
T = ∑

i>=iT

N c
i , (A.9)

where iT is the first over threshold bin. Though the previous section derived the variances of

each bin N c
i , they cannot simply be summed to get the T-Method bin variance σ2

Nc
T

because
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Figure A.1: Pileup uncertainty enhancements at 30µs by energy, calculated from the 60-Hour
Dataset using a 2.5 ns reconstruction deadtime and no spatial separation.

of the statistical correlations imparted by the pileup correction procedure. One approach to

get the variance would be to calculate, by brute force,

σ2
Nc
T
=∑

j

Nj (
∂N c

T

∂Nj

)

2

σ2
Nc
T
=∑

j

Nj [∑
i>iT

(δij + 2εδijI + 2εNi − 2εNi−j−1)]

2

. (A.10)

This works and can be computed relatively easily, but the nature of the T-Method allows

for a simpler treatment.

As shown in Figure A.2, there are only two types of pileup pairs that are relevant to the

T-Method: those in which both pulses are over threshold and those in which both pulses

are under threshold but have energies summing to be over threshold. In any other case, the

total number of hits will be recorded correctly. Therefore, the number of pileup corrected
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Figure A.2: Regions in E1 versus E2 space relevant to the T-Method pileup correction. The
z-axis encodes the probability a pileup pulse pair will have energies (E1, E2). This graphic
assumes a 1.75 GeV threshold. If both pulses are over threshold, a count will be lost from
the T-Method spectrum. If both pulses are under threshold but their energies add to be over
threshold, a false count will be added. In all other cases, the correct number of counts will
be recorded. Because the integral over the +1 region is greater than the integral over the −1
region, in general the T-Method pileup spectrum is positive.

T-Method counts can be written as

N c
T = NT + ε [N

2
T −Npair] , (A.11)

where NT is the number of T-Method counts before the pileup correction, and Npair is the

number of under threshold pairs whose energies add to be over threshold. The quantities N2
T
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and Npair respectively correspond to the integrals over the −1 and +1 regions in Figure A.2.

As these two quantities are derived from completely separate pulses, they have independent

statistical fluctuations. Equation A.11 can also be derived algebraically from Equation A.4,

as shown at the end of this appendix. To order ε, then, the result is

σ2
Nc
T
= NT (1 + 4εNT ) . (A.12)

Or, to order ε and in terms of N c
T ,

σ2
Nc
T
= N c

T [1 + ε(3N c
T +

N c
pair

N c
T

)] . (A.13)

Figure A.3 shows the T-Method pileup uncertainty enhancements, σNc
T
/
√
N c
T in the 60-Hour

Dataset, calculated with both Equation A.10 and Equation A.13. The enhancement factor

is about 1.004 at 30µs and displays complicated oscillatory behavior.
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Figure A.3: 60-Hour Dataset T-Method Pileup uncertainty enhancement factors calculated
with Equation A.10 and Equation A.13.
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A.4 A-Weighted Uncertainty Enhancements

The A-Weighted histogram combines hits within a chosen energy range. Each hit is weighted

with its asymmetry, which is a function of the hit energy. For sufficiently narrow energy bins,

the pileup corrected asymmetry weighted histogram AcH is

AcH =
imax

∑
i=imin

AiN
c
i , (A.14)

where Ai is the asymmetry evaluated at the center of energy bin i. The variance is

σ2
AcH

=∑
j

Nj [
imax

∑
i=imin

Ai (
∂N c

i

∂Nj

)]

2

σ2
AcH

=∑
j

Nj [
imax

∑
i=imin

Ai (δij + 2εδijI + 2εNi − 2εNi−j−1)]

2

. (A.15)

The asymmetry’s variation with energy prevents any convenient cancellation from oc-

curring as it did in the T-Method case. Nevertheless, numerically computing the sum in

Equation A.15 is relatively straightforward. To obtain an enhancement factor analogous to

that shown in Figure A.3, the adjusted uncertainty should be compared to what the un-

certainty would be in the case with no pileup contamination,
√
∑A2

iN
c
i . Figure A.4 shows

the A-Weighted and T-Method uncertainty enhancements. The A-Weighted enhancement

is larger. This is attributable to the larger overall pileup contamination in the A-Weighted

histogram, which is in turn rooted in its preferential weighting of high-energy positrons.

A.5 Effect on The Extracted R Value

The pileup uncertainty enhancement factors should be accounted for when fitting a pileup-

corrected histogram. Although an order one percent increased statistical uncertainty is

completely negligible in the overall error budget, one may worry that the time-dependent en-

hancement factors could change the χ2 optimum and thus shift R by an appreciable amount.

However, this appears not to be the case. In the 60-Hour Dataset, fits including the pileup

uncertainty enhancements and those assuming that pileup corrected histograms obey Pois-
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Figure A.4: 60-Hour Dataset T-Method and A-Weighted pileup uncertainty enhancement
factors. The exponentials are drawn to guide the eye and fall with 64.44 µs time constants.

son statistics yielded identical R values and nearly identical precisions, i.e. changes were less

than 10 ppb in both cases.

A.6 Algebraic Derivation of Equation A.11

Here Equation A.11 is derived directly from Equation A.4. Isolating only the perturbation

to NT caused by pileup, δNT ,

δNT
ε

= ∑
i>iT

[2Ni∑
j

Nj −∑
j<i

NjNi−j−1]

= ∑
i>iT

[2Ni (∑
j>iT

Nj + ∑
j<=iT

Nj) −∑
j<i

NjNi−j−1]

= 2N2
T + 2∑

i>iT

∑
j<=iT

NiNj − ∑
i>iT

∑
j<i

NjNi−j−1.
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The last term above is the sum over all pulse pairs that combine to an energy greater than

the T-Method threshold. It can be rewritten in the following way:

∑
i>iT

∑
j<i

NjNi−j−1 =∑
i

∑
j>iT−i−1

NiNj.

Using this identity,

δNT
ε

= 2N2
T + 2∑

i>iT

∑
j<=iT

NiNj −∑
i

∑
j>iT−i−1

NiNj

= 2N2
T + 2∑

i>iT

∑
j<=iT

NiNj − ∑
i>iT

∑
j>0

NiNj − ∑
i<=iT

∑
j>iT−i−1

NiNj

= 2N2
T + 2∑

i>iT

∑
j<=iT

NiNj − ∑
i>iT

∑
j>iT

NiNj − ∑
i>iT

∑
j<=iT

NiNj − ∑
i<=iT

∑
j>iT−i−1

NiNj

= N2
T + ∑

i>iT

∑
j<=iT

NiNj − ∑
i<=iT

∑
j>iT−i−1

NiNj.

The sum over j in the last term above can be divided into two parts: one in which j > iT

and one in which iT − i − 1 < j <= iT . Doing so,

δNT
ε

= N2
T + ∑

i>iT

∑
j<=iT

NiNj − ∑
i<=iT

∑
j>iT

NiNj − ∑
i<=iT

∑
iT−i−1<j<=iT

NiNj.

The second and third terms above are equal and opposite, except with the index labels

swapped. The fourth term is the sum over all pulse pairs with an energy sum greater than

the T-Method threshold but in which both pulses individually are under the T-Method

threshold. This is the quantity from Section A.3 called Npair. So, finally,

δNT
ε

= N2
T −Npair.

This matches Equation A.11.
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Appendix B

CORRELATION MATRICES FROM THE T-METHOD AND
A-WEIGHTED FITS

This appendix contains the full parameter correlation matrices for the A-Weighted and

T-Method fits to the E989 60-Hour Dataset, described in Chapter 6. Both tell the same

qualitative story: R, the blinded ωa value, displays no strong correlation with any parameter

other than φ, the g − 2 phase. Other strong correlations are between N0, τ , and Kloss, and

internally among the CBO parameters and among the VW parameters. There is no strong

correlation between the VW parameters and the CBO parameters. See Chapter 6 for a

description of all the fit parameters.
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R N 0 A
CBO, 0

CBO

A CBO,N
CB0,N

A CBO,A
CBO,A

A CBO,
CBO, vw vw A vw vw K los

s

R

N0

A

CBO, 0

CBO

ACBO, N

CB0, N

ACBO, A

CBO, A

ACBO,

CBO,

vw

vw

Avw

vw

Kloss

100.0% -0.4% -0.3% 0.5% 82.7% -1.2% -2.6% 3.4% -1.7% -2.3% 1.3% 1.0% 0.5% -1.1% 0.9% -0.9% -1.2% -0.4%
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Figure B.1: Full parameter correlation matrix from the T-Method fit to the E989 60-Hour
Dataset, described in Section 6.6.1.
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Figure B.2: Full parameter correlation matrix from the A-Weighted fit to the E989 60-Hour
Dataset, described in Section 6.6.3.
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